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#### Abstract

This article concerns applications of number theory to the study of difference sets, in particular to proofs of non-existence of difference sets with given parameters $(v, k, \lambda)$. It is centered around Koichi Yamamoto's 1963 paper Decomposition Fields of Difference Sets. We begin with an introduction to the theory of difference sets, consisting of basic definitions and results. We introduce some algebraic number theory, first covering elementary ringtheoretic concepts such as ideals, which we use to prove non-existence of a (25, 9, 3)-difference set in an abelian group of order 25 . We then review the basic notions of Galois theory and ring theory to prepare the reader for a discussion of Yamamoto's paper. The remainder of the article is spent proving the six theorems of Yamamoto's paper, as well as stating corollaries proved in that paper and a few remarks.


## 1. Outline

The first quarter of this review closely follows [1] to motivate the use of algebraic number theory in the study of difference sets. The second quarter describes the Galois and field theory necessary to discuss Yamamoto's 1963 paper Decomposition Fields of Difference Sets. The remainder of the review is dedicated to sketching the arguments of that paper.

As this article is intended for a general audience, we must introduce some basic concepts. First, there is the idea of a difference set. When speaking about general groups, we will write the group operation multiplicatively, but when speaking about specific additive groups, we will write the group operation additively.

Definition 1.1. Let $G$ be a group and $D \subset G$ be a non-empty subset. Suppose that $|G|=v,|D|=k$, and every non-identity element of $G$ can be written in exactly $\lambda$ ways as $d_{1} d_{2}^{-1}$ for $d_{1}, d_{2} \in D$. We then say that $D$ is a $(v, k, \lambda)$-difference set in $G$.

Example 1.2. $D=\{0,1,2,4,5,8,10\}$ is a $(15,7,3)$-difference set in $\mathbb{Z}_{15}$.
The main results of Yamamoto's paper are his Theorems 2, 3, 4, 5, and 6 . We state these now so that the reader has something to look forward to. However, the requisite terminology will be defined later.

Theorem 1.3 (Yamamoto, Thm. 2). Suppose that there exists a $(v, k, \lambda)$-difference set $D$. Let $p \mid n$ be a prime and $d \mid v$ be not equal to 1. Suppose further that $(p, d)=1$ and that the decomposition field $K_{p}$ of $p$ is real, i.e., $K \subset \mathbb{R}$. Then the exponent of the p-component of $n$ is even.

Theorem 1.4 (Yamamoto, Thm. 3). (i) Retain the notation of Yamamoto's second theorem. Additionally, let $p^{e}$ and $p^{\ell}$ be the p-components of $n$ and $v$, respectively. Then $p^{e / 2} \leq(v / d) p^{-\ell}$.
(ii) Suppose there exists a difference set with parameters $(v, k, \lambda)$. Let $p \mid n=k-\lambda$ be prime, and let $p^{e}$ and $p^{\ell}$ be defined as in part (i). If e is even, then $p^{e / 2} \leq v p^{-\ell}$.

Theorem 1.5 (Yamamoto, Thm. 4). Let $q$ be a prime divisor of $v$ such that $q \equiv-1$ $(\bmod 4)$ and let $q^{\ell}$ be the $q$-component of $v$. Assume that any prime divisor $p$ of $n$ satisfies (i) $\operatorname{ord}_{q} p \equiv 0(\bmod 2)$, (ii) $\operatorname{ord}_{q} \ell=\frac{1}{2} q^{\ell-1}(q-1)$, or (iii) $p=q$. If there exists a $(v, k, \lambda)-$ difference set $D$, then the Diophantine equation

$$
4 n=x^{2}+q y^{2}, 0 \leq x, 0 \leq y \leq \frac{v}{q^{\ell}}, x+y \leq \frac{2 v}{q^{\ell}}
$$

has a solution.
Theorem 1.6 (Yamamoto, Thm. 5). Let $q$ and $r$ be distinct prime divisors of $v$, let $q^{\ell}$ and $r^{m}$ be the $q$-components and $r$-components of $v$, respectively, and let $q \equiv-1(\bmod 4)$, $\left(\varphi\left(q^{\ell}\right), \varphi\left(r^{m}\right)\right)=2$, where $\varphi$ is the Euler totient function. Assume that any prime divisor of $n$ satisfies one of the following:
(i) $\operatorname{ord}_{q} p \equiv 0(\bmod 2)$ and $\operatorname{ord}_{r} p \equiv 0(\bmod 2), \neq 0(\bmod 4)$,
(ii) ord $_{q^{\ell}} p=\frac{1}{2} \varphi\left(q^{\ell}\right)$ and ord $_{r^{m}} p=\varphi\left(r^{m}\right)$,
(iii) $p=q$ and ord $_{r^{m}} p=\varphi\left(r^{m}\right)$.

If there exists a $(v, k, \lambda)$-difference set $D$, then there is a solution to the Diophantine equation

$$
4 n=x^{2}+q y^{2}, 0 \leq x, 0 \leq y \leq \frac{2 v}{q^{\ell} r^{m}}, x+y \leq \frac{4 v}{q^{\ell} r^{m}}
$$

Theorem 1.7 (Yamamoto, Thm. 6). Let $q$ and $r$ be prime divisors of $v$ such that $q \equiv-1$ $(\bmod 4), r \equiv 1(\bmod 4),(q / r)=-1$, and $\left(\varphi\left(q^{\ell}\right), \varphi\left(r^{m}\right)\right)=2$ for $q^{\ell}$ and $r^{m}$ the $q$ - and $r$ components of $v$, respectively. Assume any prime divisor $p$ of $n$ satisfies either
(i) $\operatorname{ord}_{q} p \equiv 0(\bmod 2)$ and $\operatorname{ord}_{r} p \equiv 0(\bmod 2), \neq 0(\bmod 4)$, or
(ii) $\operatorname{ord}_{q^{\ell}} p=\varphi\left(q^{\ell}\right)$ and $\operatorname{ord}_{r^{m}} p=\varphi\left(r^{m}\right)$.

Then, if there exists a $(v, k, \lambda)$-difference set $D$, there is a solution to the Diophantine equation

$$
4 n=x^{2}+q r y^{2}, 0 \leq x, 0 \leq y \leq \frac{2 v}{q^{\ell} r^{m}}, x+y \leq \frac{4 v}{q^{\ell} r^{m}}-2 .
$$

Essentially these theorems allow us to show that difference sets with certain choices of $(v, k, \lambda)$ don't exist because they don't satisfy the given Diophantine equations.

Next, let us review certain elementary ideas in the theory of difference sets which will allow us to give a simple example of the usefulness of algebraic number theory in that setting.

## 2. Difference Sets Review

The following result allows us to narrow down the possibilities for $(v, k, \lambda)$ when searching for difference sets.

Lemma 2.1. If $D$ is a $(v, k, \lambda)$-difference set in $G$, then

$$
k(k-1)=\lambda(v-1) .
$$

Proof. Let $\Delta=\left\{d_{1} d_{2}^{-1} \mid d_{1}, d_{2} \in G, d_{1} \neq d_{2}\right\}$. Then $|\Delta|=k(k-1)$ because there are $k$ choices for $d_{1}$ and $k-1$ choices for $d_{2}^{-1}$. But we also have $|\Delta|=\lambda(v-1)$ because there are $v-1$ non-zero elements in $G$ and each of these appears exactly $\lambda$ times in $\Delta$.
The study of multipliers of difference sets is a basic technique in determining whether difference sets with particular parameters exist. We recall the basic definitions.
Definition 2.2. Let $D$ be a difference set in $G$. An automorphism $\alpha$ of $G$ is called a multiplier for $D$ if $\alpha(D)=a D b$ for some $a, b \in G . \alpha$ is called a left multiplier if $\alpha(D)=a D$ for some $a \in G$.
Notice that if $G$ is abelian, then any multiplier is a left multiplier.
Definition 2.3. Let $G$ be an abelian group, $t \in \mathbb{Z}$ relatively prime to $|G|$, and $D$ a difference set in $G$. Define the automorphism $\phi_{t}: G \rightarrow G$ by $\phi_{t}(a)=a^{t}$. We say $\phi_{t}$ is a numerical multiplier for $D$ if there exists $h \in G$ such that $\phi_{t}(D)=h D$. Indeed, we typically call $t$ itself a numerical multiplier in this case.
Example 2.4. Take $G=\mathbb{Z}_{13}$ and $D=\{2,3,5,11\}$. Then $\phi_{3}(D)=3 D=\{6,9,2,7\}=4+D$, so 3 is a numerical multiplier for $D$.

Numerical multipliers allow us to find difference sets because of the First and Second Multiplier Theorems. These are stated without proof in the next section. For now, we recall the definition of the integral group ring associated to a particular group $G$.
Definition 2.5. Given a finite (multiplicative) group $G$, the integral group ring $\mathbb{Z} G$ is the ring of formal sums $\sum_{g \in G} a_{g} G$ where $a_{g} \in \mathbb{Z}$ for all $g \in G$ and where the ring operations are the usual ones for formal sums, i.e.,

$$
\begin{aligned}
\sum_{g \in G} a_{g} g+\sum_{g \in G} b_{g} g & =\sum_{g \in G}\left(a_{g}+b_{g}\right) g \\
\left(\sum_{f \in G} a_{f} f\right)\left(\sum_{g \in G} b_{g} g\right) & =\sum_{h \in G}\left(\sum_{f g=h} a_{f} b_{g}\right) h
\end{aligned}
$$

We can represent a difference set $D \subset G$ by the sum $\sum_{d \in D} d \in \mathbb{Z} G$. We then have the following result, which we state without proof.
Theorem 2.6. Let $D$ be a $(v, k, \lambda)$-difference set in $G$. Represent $D$ as a formal sum in $\mathbb{Z} G$, define $D^{(-1)}:=\left\{d^{-1} \mid d \in D\right\}$, and represent $D^{(-1)}$ also as a formal sum. In $\mathbb{Z} G$ we then have

$$
D D^{(-1)}=n 1_{G}+\lambda G
$$

Similarly, we define the polynomial ring, $\mathbb{Z}[G]$.
Definition 2.7. Let $G$ be an abelian (additive) group. Define the polynomial ring $\mathbb{Z}[G]$ to be the ring of formal sums $\sum_{g \in G} a_{g} x^{g}$ where $a_{g} \in \mathbb{Z}$ for all $g \in G$. Let $x$ be a variable, so that $x^{f} x^{g}=x^{f+g}$. Define addition and multiplication as follows:

$$
\begin{aligned}
\sum_{g \in G} a_{g} x^{g}+\sum_{g \in G} b_{g} x^{g} & =\sum_{g \in G}\left(a_{g}+b_{g}\right) x^{g}, \\
\left(\sum_{f \in G} a_{f} x^{f}\right)\left(\sum_{g \in G} b_{g} x^{g}\right) & =\sum_{h \in G}\left(\sum_{f+g=h} a_{f} b_{g}\right) x^{h} .
\end{aligned}
$$

In this setting, the previous theorem can be restated as follows.
Corollary 2.8. Let $D$ be $a(v, k, \lambda)$-difference set in $G$, and let $G$ be an abelian (additive) group. For any subset $S \subseteq G$, define $S(x) \in \mathbb{Z}[G]$ by $S(x):=\sum_{s \in S} x^{s}$. We then have

$$
D(x) D\left(x^{-1}\right)+n+\lambda G(x) .
$$

## 3. Motivation

Before we proceed, we choose a simple example to motivate the use of algebraic number theory in the study of difference sets. Some of the most important tools in the study of abelian difference sets are the first and second multiplier theorems. We recall their statements.

Theorem 3.1. (First Multiplier Theorem). Let $D$ be an abelian $(v, k, \lambda)$-difference set and let $p$ be a prime such that $p \mid n$ but $p \nmid v$. If $p>\lambda$, then $p$ is a numerical multiplier of $D$.

Theorem 3.2. (Second Multiplier Theorem). Let $D$ be an abelian ( $v, k, \lambda$ )-difference set in a group $G$ and let $m>\lambda$ be a divisor of $n$ such that $(m, v)=1$. Furthermore, let $t$ be an integer such that $(t, v)=1$ and such that for every prime $p$ dividing $m$ there exists a non-negative integer $f$ with $t \equiv p^{f}(\bmod \exp (G))$. Then $t$ is a numerical multiplier for $G$.

Now suppose that $n=k-\lambda$ divides $v$. Then the conditions of Theorem 1.1 fail to hold because there are no primes such that $p \mid n$ and $p \nmid v$, and the conditions of Theorem 1.2 fail to hold because there is no divisor $m$ of $n$ such that $(m, v)=1$. So we cannot apply either of the multiplier theorems. Indeed, there is a class of Hadamard difference sets satisfying $v=4 n$ where $n=k-\lambda$, so in their case $n \mid v$. It is therefore of practical relevance that we find a way to circumvent the problem of not being able to apply the multiplier theorems.

Before we proceed to apply algebraic number theory, we should recall some basic definitions and results from that field of study.

Definition 3.3. If $\omega$ is a primitive $m$ th root of unity, we denote by $\mathbb{Q}(\omega)$ the smallest field extension of $\mathbb{Q}$ containing $\omega$. This is an algebraic number field because $\omega$ satisfies $x^{m}+1$ and is therefore an algebraic number. This is the mth cyclotomic field. It contains the subring

$$
\mathbb{Z}[\omega]=\left\{\sum_{j=0}^{m-1} a_{j} \omega^{j} \mid a_{j} \in \mathbb{Z}\right\}
$$

which is the set of cyclotomic integers.
Definition 3.4. The ring of integers of an algebraic number field is the set of all algebraic integers lying in that number field. We recall that the ring of integers is in fact a subring of the number field. If the number field is denoted by $K$, we denote its ring of integers by $O_{K}$.

Theorem 3.5. Let $\omega$ be a primitive mth root of unity. Then $\mathbb{Z}[\omega]$ is indeed the ring of integers of $\mathbb{Q}(\omega)$.

Proof. See, for example, Proposition 10.2 on Section 1.10, page 60 of [6]. The proof works by producing an integral basis. For more information about integral bases, see Chapter 7 of [2].

The following theorem is often useful. It is proved as Lemma 3.2 of [7].

Theorem 3.6. Let $\omega$ be a primitive $p^{s}$ th root of unity for a prime p. If $\sum_{j=1}^{n} a_{j} \omega^{j}=0$ for some $a_{1}, \ldots, a_{n} \in \mathbb{Q}$, then $a_{k}=a_{\ell}$ whenever $k \equiv \ell\left(\bmod p^{s-1}\right)$. In particular, if $\omega$ is $a$ primitive pth root of unity, then $a_{1}=a_{2}=\ldots=a_{n}$.

Next we recall some definitions about ideals.
Definition 3.7. Given a subset $I \subseteq R$ of a ring $R$, we say $I$ is an ideal if $(I,+)$ is a subgroup of $R$ and for every $i \in I$ and every $r \in R$, we have $r i \in I$ and $i r \in I$. We say $I$ is prime if whenever $r_{1}, r_{2} \in R$ and $r_{1} r_{2} \in I$, either $r_{1} \in I$ or $r_{2} \in I$. Given ideals $I_{1}, I_{2} \subseteq R$, then the product ideal $I_{1} I_{2}$ is given by

$$
I_{1} I_{2}:=\left\{\sum_{j=1}^{n} a_{j} b_{j} \mid a_{j} \in I_{1}, b_{j} \in I_{2}, n \in \mathbb{N}\right\}
$$

It is easy to verify the product ideal is an ideal. Given $a \in R$, the set

$$
a R=\{a r \mid r \in R\}
$$

is called the ideal generated by $a$. If an ideal $I$ is of the form $a R$ for some $a \in R$, we say $I$ is principal. Clearly if $a, b \in R$, then $(a R)(b R)=(a b) R$, so the product of principal ideals is principal. A short calculation shows that the concepts of ideal, product of ideals, prime ideal, and principal ideal are all preserved under ring automorphisms, meaning, for example, that if $I \subseteq R$ is a prime ideal and $f: R \rightarrow R$ is a ring homomorphism, then $f(I) \subseteq R$ is also a prime ideal.
The following theorem is Corollary 15.9 in [8].
Theorem 3.8. Let $\omega$ be a primitive $m$ th root of unity. If $z \in \mathbb{Z}[\omega]$ and $z \bar{z}=1$, then $z= \pm \omega^{\ell}$ for some $\ell \in \mathbb{Z}$.

The following theorem is Theorem 2 on page 180 of [9].
Theorem 3.9. Let $\omega$ be a primitive mth root of unity. Then every ideal in $\mathbb{Z}[\omega]$ can be written uniquely as a product of prime ideals.

Next we have another theorem from [9]. The proof of the first part is listed as Theorem 2 on page 196 there, and the second and third parts are Propositions 13.27 and 13.28 , respectively, on page 197.
Theorem 3.10. Let $\omega$ be a primitive mth root of unity and let $R=\mathbb{Z}[\omega]$. Let $p \in \mathbb{N}$ be prime. We have the following.
(i) Suppose $p \nmid m$. Let $f$ be the least positive integer such that $p^{f} \equiv 1(\bmod m)$. Then in $R$ we have $p R=P_{1} \ldots P_{n}$ where the $P_{i}$ are distinct prime ideals and $n=\phi(m) / f$, where $\phi$ is Euler's totient function.
(ii) Let $m=p$. Then $(1-\omega) R$ is a prime ideal in $R$ and $p R=((1-\omega) R)^{p-1}$.
(iii) Suppose $P$ is a prime ideal occurring in the prime factorization of $p R$, which is unique by the previous theorem. If $p$ is odd, then $P$ has exponent greater than 1 in that factorization if and only if $p \mid m$. If $p=2$, then $P$ has exponent greater than 1 if and only if $4 \mid m$.

Immediately we will see some applications to the theory of difference sets. Before we proceed, let's recall a simple definition from group theory.
Definition 3.11. If $G$ is a finite group and $g \in G$, then $|g|$, the order of $g$, is defined to be the least $n \in \mathbb{Z}_{\geq \nvdash}$ such that $g^{n}=1_{G}$.

We can apply these theorems as follows.
Example 3.12. Suppose $\omega=e^{2 \pi i / 5}$ and $R=\mathbb{Z}[\omega]$. Suppose further that $z \in R$ is such that $z \bar{z}=36$. We let $w=z / 6$. Then $u \bar{u}=1$. To apply Theorem 3.8, we must show $u \in R$. Once we prove this, we will be able to write $u= \pm \omega^{\ell}$ for some $\ell \in \mathbb{Z}$, hence $z= \pm 6 \omega^{\ell}$.
Let us now prove that $u \in R$. Notice that $|2|=|3|=4$ in $\left(\mathbb{Z}_{5}, \times\right)$ and that $\phi(5)=4$. Therefore, by Theorem 3.10 (i), $2 R$ and $3 R$ are prime ideals in $\mathbb{Z}[\omega]$. We calculate

$$
\begin{gathered}
(z R)(\bar{z} R)=z \bar{z} R \\
=36 R \\
=(2 R)^{2}(3 R)^{2} .
\end{gathered}
$$

Theorem 3.9 then implies that $z R=\bar{z} R=6 R$. So $z=6 u$ for some $u \in R$, which is precisely the $u$ we defined earlier. The proof carries through, as shown above.

Finally, let's see how we can use this to study difference sets in a certain abelian group.
Example 3.13. Let $G$ be an abelian group of order 25 . We claim that $G$ cannot contain a (25, 9, 3)-difference set. By the classification of finite abelian groups, $G$ is either isomorphic to $\mathbb{Z}_{25}$ or $\mathbb{Z}_{5} \oplus \mathbb{Z}_{5}$. In either case, it contains a normal subgroup $N$ of order 5 . Then $G / N$ has order 5 and is cyclic. Let $G / N=\langle a N\rangle$. Let $\omega=e^{2 \pi i / 5}$. By basic results of character theory, there is a character $\chi$, i.e., a group homomorphism from $G$ to $\mathbb{C}^{\times}$, such that $\chi$ has kernel $N$ and maps $a$ to $\omega$.

Suppose for the sake of contradiction that $D \subset G$ is a $(25,9,3)$-difference set. Let $v_{j}:=$ $\left|D \cap a^{j} N\right|$; the $\left\{v_{j}\right\}$ are called intersection numbers for $D$ with $N$. We can extend $\chi$ to $\tilde{\chi}: \mathbb{Z} G \rightarrow \mathbb{Z}[\omega]$ by linearity. Then, representing $D$ as an element of $\mathbb{Z} G$, we have

$$
z:=\tilde{\chi}(D)=\sum_{j} v_{j} \omega^{j} \in \mathbb{Z}[\omega]=: R
$$

by basic character theory. We found in the previous example that $2 R$ and $3 R$ are prime ideals of $R$. We also have $z \bar{z}=n=6$, so $(z R)(\bar{z} R)=(2 R)(3 R)$. But $\overline{2}=2, \overline{3}=3$, so $(z R)(\bar{z} R)=(2 R)(3 R)$ cannot hold. It follows that no $(25,9,3)$-difference set can exist in an abelian group.

Now that we have seen how algebraic number theory can be used to eliminate certain difference sets, we are ready to review deeper theory before beginning our review of Yamamoto's paper.

## 4. Algebraic Number Theory Review

We first review some field theory. [2], [6], and [9] are good references for the material covered here, although it can be found in any standard reference on Galois theory and algebraic number theory.

Definition 4.1. Suppose $K$ is a subfield of $L$, i.e., $K \subseteq L$ and $K$ satisfies the field axioms with the same operations as $F$. We then write that $L / K$ is a field extension.

Definition 4.2. If $L / K$ is a field extension and every element of $L$ is the root of a non-zero polynomial with coefficients in $K, k_{n} x^{n}+k_{n-1} x^{n-1}+\ldots+k_{1} x+k_{0}$, then we say that $L / K$ is an algebraic field extension.

Example 4.3. The field extension $\mathbb{Q}(\sqrt{3}) / \mathbb{Q}$ is algebraic because $a+b \sqrt{3} \in \mathbb{Q}(\sqrt{3})$ is a root of the equation $\left(\frac{1}{b}(x-a)\right)^{2}-3=0$, which has rational coefficients.

The field extension $\mathbb{R} / \mathbb{Q}$ is not algebraic because $\pi \in \mathbb{R}$ and $\pi$ is a transcendental number.
Definition 4.4. The field extension $L / K$ is normal if every irreducible polynomial over $K$ either has no root in $L$ or splits into linear factors in $L$. It is separable if for every $k \in K$, the minimal polynomial of $k$ has non-vanishing formal derivative.
Example 4.5. Consider $\mathbb{Q}(\sqrt[3]{2}) / \mathbb{Q}$. Let $\omega:=e^{2 \pi i / 3}$. Then, over $\mathbb{C}$,

$$
x^{3}-2=(x-\sqrt[3]{2})(x-\omega \sqrt[3]{2})\left(x-\omega^{2} \sqrt[3]{2}\right)
$$

Clearly $x^{3}-2$ is irreducible over $\mathbb{Q}$, but it splits into a linear and a quadratic factor over $\mathbb{Q}(\sqrt[3]{2})$, as $\omega \sqrt[3]{2}, \omega^{2} \sqrt[3]{2} \notin \mathbb{Q}(\sqrt[3]{2})$. It follows that $\mathbb{Q}(\sqrt[3]{2}) / \mathbb{Q}$ is not normal. On the other hand, $\mathbb{Q}(\sqrt[3]{2}, \omega) / \mathbb{Q}$ is normal.

Example 4.6. The extension $\mathbb{F}_{p}(t) / \mathbb{F}_{p}\left(t^{p}\right)$ is not separable because the minimal polynomial of $t$ over $\mathbb{F}_{p}\left(t^{p}\right)$ is $f(x)=x^{p}-t^{p}$, but $f^{\prime}(x)=p x^{p-1}=0$, as $\mathbb{F}_{p}\left(t^{p}\right)$ has characteristic $p$.
We usually need not consider separability because of the well-known result that any characteristic zero algebraic extension is separable, as is every algebraic extension of a finite field.

We are now ready to define a Galois extension.
Definition 4.7. An algebraic field extension $L / K$ is Galois if it is normal and separable.
Proposition 4.8. Given a Galois extension $L / K$, the set

$$
\operatorname{Gal}(L / K):=\{\sigma \in \operatorname{Aut}(L) \mid \sigma(k)=k \forall k \in K\}
$$

forms a group called the Galois group of $L / K$.
Example 4.9. The two field automorphisms of the Galois extension $\mathbb{C} / \mathbb{R}$ are the identity and the automorphism $\sigma$ given by $\sigma(z)=\bar{z}$. Therefore,

$$
\operatorname{Gal}(\mathbb{C} / \mathbb{R}) \simeq \mathbb{Z} / 2 \mathbb{Z}
$$

The following theorem is the basis for Galois theory.
Theorem 4.10 (Fundamental Theorem of Galois Theory). Suppose $L / K$ is a Galois extension. There is then an inclusion-reversing bijection between subgroups of $G a l(L / K)$ and intermediate fields $L \supseteq F \supseteq K$ given by

$$
H \mapsto L^{H}:=\{x \in L \mid \sigma(x)=x \forall \sigma \in H\} \text { and } F \mapsto A u t(L / F) .
$$

Let us also review the ring-theoretic aspects of algebraic number theory, continuing the study we initiated in the previous section.

Definition 4.11. A finite field extension of $\mathbb{Q}$ is known as a number field.
Definition 4.12. Suppose $K / \mathbb{Q}$ is an algebraic field extension. We say an element $x$ is integral over $K$ if there exists a monic polynomial $p(x)$ with integer coefficients such that $p(k)=0$. The set of integral elements in $K$ forms a ring, denoted $O_{K}$, called the ring of integers over $K$.

In particular, if $\omega$ is a primitive $n$th root of unity, then one can show that $\mathbb{Z}[\omega]$ is the ring of integers of $\mathbb{Q}(\omega)$.

The following result was Ernst Kummer's original motivation to invent ideals.
Proposition 4.13. If $K$ is a number field, any ideal of $O_{K}$ has a unique factorization into non-zero prime ideals. In other words, every ring of integers of a number field is a so-called Dedekind domain.

Indeed, Kummer's invention of ideals was a response to the lack of unique factorization in certain rings of cyclotomic integers. Around the same time, Kummer's contemporary, Gabriel Lamé, not knowing about this result, produced an erroneous proof of Fermat's Last Theorem that assumed unique factorization. Although the invention of ideals did not directly help us prove Fermat's Last Theorem, it did pave the way for modern algebraic number theory.

Definition 4.14. An integral domain is a non-trivial commutative ring such that the product of any two non-zero elements is itself non-zero.

Example 4.15. $\mathbb{Z}$ is an integral domain, but $\mathbb{Z}_{10}$ isn't since $2 \cdot 5 \equiv 0(\bmod 10)$.
Definition 4.16. Let $D$ be an integral domain or a field. An absolute value is a function $|\cdot|: D \rightarrow \mathbb{R}$ that satisfies the following four properties:
(i) $|x| \geq 0$ for all $x \in D$ (non-negativity);
(ii) $|x|=0$ if and only if $x=0$ (positive-definiteness);
(iii) $|x y|=|x||y|$ for all $x, y \in D$ (multiplicativity); and
(iv) $|x+y| \leq|x|+|y|$ for all $x, y \in D$ (triangle inequality).

Example 4.17. The usual Euclidean absolute value, which we denote $|\cdot|_{\infty}$, on $\mathbb{R}$ or any subset thereof is indeed an absolute value.

Example 4.18. The trivial absolute value $|\cdot|_{0}$ on subsets of $\mathbb{R}$ is given by $|x|_{0}:=0$ if $x=0$ and $|x|_{0}:=1$ otherwise.

Example 4.19. Let $p$ be a prime. If $x \in \mathbb{Q}$ and $x \neq 0, x$ can be written uniquely in the form $x=p^{n} \frac{a}{b}$, where $\operatorname{gcd}(a, b)=1, a$ and $b$ are not divisible by $p$, and $n$ is an integer. The $p$-adic absolute value on $\mathbb{Q}$ is then given by $|0|_{p}:=0$ and $|x|_{p}:=p^{-n}$. It is an exercise left to reader to check that it satisfies the four properties of an absolute value.

If $0<c<1,|\cdot|$ is an absolute value on $D$, and $x, y \in D$, we have $|x+y|^{c} \leq(|x|+|y|)^{c} \leq$ $|x|^{c}+|y|^{c}$, so $|\cdot|^{c}$ satisfies the triangle inequality. It is easy to verify that it satisfies the other three absolute value properties and is therefore an absolute value just like $|\cdot|$ is. To avoid redundancy of this sort when categorizing absolute values, we state the following definition.

Definition 4.20. Let $D$ be an integral domain or a field. Two absolute values $|\cdot|$ and $|\cdot|^{*}$ on $D$ are equivalent if there exists some $c>0, c \in \mathbb{R}$ such that $|x|^{*}=|x|^{c}$ for all $x \in D$.

The following beautiful result was proved by Ostrowski in 1916.
Theorem 4.21 (Ostrowski). Every non-trivial absolute value (i.e., every absolute value other than the trivial one) on $\mathbb{Q}$ is equivalent to either the usual Euclidean absolute value, $|x|_{\infty} \mid$, or the $p$-adic absolute value, $|x|_{p}$, for some prime $p$.

Completing $\mathbb{Q}$ with respect to the Euclidean absolute value $|\cdot|_{\infty}$ gives $\mathbb{R}=: \mathbb{Q}_{\infty}$. Completing $\mathbb{Q}$ with respect to a $p$-adic absolute value $|\cdot|_{p}$ gives the field $\mathbb{Q}_{p}$ of $p$-adic numbers.

We often speak of completing $\mathbb{Q}$ at a finite place to obtain $\mathbb{Q}_{p}$ or of completing $\mathbb{Q}$ at the infinite place to obtain $\mathbb{R}$. This explains the notation $\mathbb{Q}_{\infty}=\mathbb{R}$ and the notation $|\cdot|_{\infty}$ for the Euclidean absolute value.

The following notational convenience is used in the paper we will study.
Definition 4.22. The Hilbert norm-residue symbol is given by

$$
(a, b)_{r}:= \begin{cases}1, & \text { if } z^{2}=a x^{2}+b y^{2} \text { has a non-zero solution }(x, y, z) \in\left(\mathbb{Q}_{r}\right)^{3} \\ -1, & \text { otherwise }\end{cases}
$$

where $r$ is a prime or $r=\infty$.
Theorem 4.23. The Hilbert symbol $(\cdot, \cdot)_{r}$ has the following properties:
(i) If $a$ is a square, then $(a, b)_{r}=1$ for all $b$.
(ii) For all non-zero $a, b \in \mathbb{Q}_{r},(a, b)_{r}=(b, a)_{r}$.
(iii) If $a \in \mathbb{Q}_{r}$ is non-zero and $a-1$ is also non-zero and in $\mathbb{Q}_{r}$, then $\left(a, 1_{a}\right)_{r}=1$.
(iv) If $a, b, c \in \mathbb{Q}_{r}$ are non-zero, then $(a, b c)=(a, b)(a, c)$.

The waters we are wading into by stating this proposition are very deep. Indeed, property (iv) of the previous theorem requires local class field theory for its proof.

The following sequence of definitions finally leads us to combine the terminology of Galois and ring theory with that of difference sets.

Definition 4.24. Let $p \in \mathbb{Z}$ be prime. Let $\omega_{v}$ be a primitive $v$ th root of unity. Let $\mathfrak{p}$ be a prime ideal divisor of $(p)$ in $\mathbb{Q}\left(\omega_{v}\right)$. We define the decomposition group, $D_{\mathfrak{p}}$, of $\mathfrak{p}$ as follows:

$$
D_{\mathfrak{p}}:=\left\{\theta \in \operatorname{Gal}\left(\mathbb{Q}\left(\omega_{v}\right) / \mathbb{Q}\right) \mid \theta(\mathfrak{p})=\mathfrak{p}\right\} .
$$

Because the field extension $\mathbb{Q}\left(\omega_{v}\right) / \mathbb{Q}$ is abelian, one can prove that $D_{\mathfrak{p}}$ is the same for all $\mathfrak{p}$ dividing $p$, so we can denote it by $D_{p}$ with no ambiguity.

Definition 4.25. Let $v=p^{\ell} v^{\prime}$ where $\left(v^{\prime}, p\right)=1$ and $\ell \in \mathbb{Z}$. It is a result in the theory of decomposition groups that $D_{p}$ is generated by maps of the form $\omega_{v^{\prime}} \rightarrow \omega_{v^{\prime}}^{p}$, known as Frobenius automorphisms.

Definition 4.26. $D_{p}$ is a subgroup of the Galois group of the extension $\mathbb{Q}\left(\omega_{v}\right) / \mathbb{Q}$, by the Fundamental Theorem of Galois Theory it corresponds to a subfield of that extension, which we denote $K_{p}$ and call the decomposition field of $p$.

Definition 4.27. Let $D$ be a $(v, k, \lambda)$-difference set. Let $n:=k-\lambda$, which is the conventional meaning assigned to the variable $n$ in the theory of difference sets. Then the intersection

$$
\Delta:=\bigcap_{p \mid n} K_{p}
$$

is known as the decomposition field of $D$.
The following definitions are simply establishing standard number-theoretic terminology.

Definition 4.28. If $a, m$ are non-zero coprime integers, then the order of $a$ modulo $m$, denoted $\operatorname{ord}_{m}(a)$, is the least positive integer $z$ such that $a^{z} \equiv 1(\bmod m)$.

Definition 4.29. If $p \in \mathbb{Z}$ is a prime and $O_{K}$ is the ring of integers of a number field $K$, then we say $p$ ramifies in $K$ if the principal ideal $(p)$ is divisible by the square of some non-trivial prime ideal when factored in $O_{K}$.

We can now state the following lemma, which will be useful to us in the proof of Theorem 2 in Yamamoto's paper.

Lemma 4.30. If $p \in \mathbb{Z}$ is prime and $(n, p)=1$, then $p$ does not ramify in $\mathbb{Q}\left(\omega_{n}\right)$.
Moreover, Yamamoto introduces the following definitions near the beginning of his paper.
Definition 4.31. Let $\omega_{m}$ be a primitive $m$ th root of unity. Let $\alpha \neq 0, \alpha \in \mathbb{Z}\left[\omega_{m}\right]$, and let $\mathfrak{p}$ be a non-trivial prime ideal in $\mathbb{Z}\left[\omega_{m}\right]$. The $\mathfrak{p}$-component of $\alpha$ is defined to be the largest power of $\mathfrak{p}$ dividing $(\alpha)$.

If $\mathfrak{a}$ is any non-zero ideal of $\mathbb{Z}\left[\omega_{m}\right]$, the $\mathfrak{a}$-component of $\alpha$ is defined to be the product of the $\mathfrak{p}$-components of $\alpha$ for all prime ideals $\mathfrak{p}$ in the factorization of $\mathfrak{a}$.

Definition 4.32. Let $C: \mathbb{Q} \rightarrow \mathbb{Z}\left[\omega_{m}\right]$ be a function. We then say that $C$ is a numbertheoretic function.

Definition 4.33. Let $C$ be a number-theoretic function. Let $\rho \in \mathbb{Q}$. The difference operator $\Delta(\rho)$ is defined by

$$
\Delta(\rho) C(i):=C(i+\rho)-C(i) .
$$

We impose the convention that $C(\rho):=0$ if $\rho$ is not an integer. We also say that $C$ has period $n$ if $\Delta(n) C(i)=0$ for all $i \in \mathbb{Q}$.

We now study Yamamoto's paper.

## 5. Yamamoto's Paper

This section of course closely follows the text of Yamamoto's paper [10]. The proofs are entirely his; I have just rewritten them in my own words.

The first theorem proved in Yamamoto's paper is a useful technical tool to be used later. It is a generalization of our Theorem 3.6 stated in the notation of difference operators that we have just discussed.

Theorem 5.1 (Yamamoto, Thm. 1). Let $n=p_{1}^{\ell_{1}} \ldots p_{s}^{\ell_{s}}$ be the prime factorization of $n$. Let $(m, n)=1, C$ be a number-theoretic function with period $n$, and let $f(x):=\sum_{i=0}^{n-1} C(i) x^{i}$. Let $d \mid n$ and $\alpha \in \mathbb{Z}\left[\omega_{m}\right]$. Then, $f\left(\omega_{n}^{r}\right) \equiv 0(\bmod \alpha)$ for all $r \mid d$ if and only if

$$
p_{1}^{t_{1}} \ldots p_{s}^{t_{s}} \Delta\left(n p_{1}^{-t_{1}-1}\right) \ldots \Delta\left(n p_{s}^{-t_{s}-1}\right) C(i) \equiv 0 \quad(\bmod \alpha)
$$

for all $i$ and all $t_{1}, \ldots, t_{s}$ such that $p_{1}^{t_{1}} \ldots p_{s}^{t_{s}} \mid d$.
Proof. The $s=0$ case follows from our Theorem 3.6. Let $s>1$. Choose $u$ and $\ell$ so that $n=p^{\ell}, d=p^{u}$. We will induct on $u$.

Let $u=0$. We calculate

$$
\begin{aligned}
& f\left(\omega_{n}\right)=\sum_{i=0}^{p^{\ell-1}-1} \sum_{j=0}^{p-1} C\left(i+p^{\ell-1} j\right) \omega_{n}^{i+p^{\ell-1} j} \\
= & \sum_{i=0}^{p^{\ell-1}-1} \sum_{j=1}^{p-1}\left(C\left(i+p^{\ell-1} j\right)-C(i)\right) \omega_{n}^{i+p^{\ell-1} j},
\end{aligned}
$$

as $\omega_{n}^{p^{\ell-1}}=\omega_{p}$ is a primitive $p$ th root of unity and the sum $\sum_{j=0}^{p-1} \omega_{p}^{j}$ is then zero. Now, in the sum above we have $p^{\ell-1}(p-1)$ expressions $\omega_{n}^{i+p^{\ell-1} j}$ for $0 \leq i<p^{\ell-1}$ and $1 \leq j<p$. These provide a $\mathbb{Z}\left[\omega_{m}\right]$-basis for $\mathbb{Z}\left[\omega_{m n}\right]$ because they are $\mathbb{Z}\left[\omega_{m}\right]$-linearly independent and of the right dimension, so we have that $f\left(\omega_{n}\right) \equiv 0(\bmod \alpha)$ if and only if $C\left(i+p^{\ell-1} j\right)-C(i) \equiv 0$ $(\bmod \alpha)$ for all $i, j$. But the condition that for all $i, j$ we have

$$
C\left(i+p^{\ell-1} j\right)-C(i) \equiv 0 \quad(\bmod \alpha)
$$

is equivalent to

$$
\Delta\left(n p^{-1}\right) C(i) \equiv 0 \quad(\bmod \alpha)
$$

for all $i$. This proves the result for $u=0$.
Now assume that $s=1, u>0$, and the result holds for smaller $u$. We calculate

$$
\begin{gathered}
f\left(x^{p}\right) \equiv \sum_{i=0}^{p^{\ell-1}} C(i) x^{i p} \\
\equiv \sum_{i=1}^{p^{\ell-1}-1}\left(\sum_{j=0}^{p-1} C\left(i+p^{\ell-1} j\right)\right) x^{i p} \quad\left(\bmod 1-x^{n}\right)
\end{gathered}
$$

We showed earlier that $f\left(\omega_{n}\right) \equiv 0(\bmod \alpha)$ if and only if $C(i)-C\left(i+p^{\ell-1} j\right) \equiv 0(\bmod \alpha)$. We now exploit this fact by defining

$$
g(x):=p \sum_{i=0}^{p^{\ell-1}-1} C(i) x^{i p}
$$

We then have $f\left(x^{p}\right) \equiv g(x)\left(\bmod \alpha, 1-x^{n}\right)$, and the statement that $f\left(\omega_{n}^{p^{t}}\right) \equiv 0(\bmod \alpha)$ for all $0 \leq t \leq u$ can be restated equivalently as the condition that $f\left(\omega_{n}^{p^{t}}\right) \equiv 0(\bmod \alpha)$ and $g\left(\omega_{n}^{p^{t}}\right) \equiv 0(\bmod \alpha)$ for all $0 \leq t \leq u-1$. This last condition is equivalent by our induction hypothesis to the statement that $p^{t} \Delta\left(p^{\ell-t-1}\right) C(i) \equiv 0(\bmod \alpha)$ and $p^{t+1} \Delta\left(p^{\ell-t-2}\right) C(i) \equiv 0$ $(\bmod \alpha)$ for all $0 \leq t \leq u-1$. This is equivalent in turn to the condition that for all $0 \leq t \leq u$,

$$
p^{t} \Delta\left(p^{\ell-t-1}\right) C(i) \equiv 0 \quad(\bmod \alpha) .
$$

This proves the $s=1$ case of the theorem. We can now assume that $s>1$ and the theorem holds for smaller $s$. We let $n=: n_{1} n^{\prime}, n_{1}=: p_{1}^{\ell_{1}}, n^{\prime}=: p_{2}^{\ell_{2}} \ldots p_{s}^{\ell_{s}}, d=: d_{1} d^{\prime}, d_{1}=:\left(n_{1}, d\right)$, $d^{\prime}=:\left(n^{\prime}, d\right)$. Given a divisor $r$ of $d$, we can write it uniquely as $r=: r_{1} r^{\prime}$ where $r_{1} \mid d_{1}$ and $r^{\prime} \mid d$.

Given $i$, we can choose $j, k$ such that $i \equiv n^{\prime} j+n_{1} k(\bmod n)$. Then

$$
f(x) \equiv \sum_{j=0}^{n_{1}-1} \sum_{k=0}^{n^{\prime}-1} C\left(n^{\prime} j+n_{1} k\right) x^{n^{\prime} j+n_{1} k} \quad\left(\bmod 1-x^{n}\right)
$$

We set

$$
C^{*}(y, j):=\sum_{k=0}^{n^{\prime}-1} C\left(n^{\prime} j+n_{1} k\right) y^{k} .
$$

We can thus calculate

$$
\begin{gathered}
f\left(\omega_{n}^{r}\right)=\sum_{j=0}^{n_{1}-1} \sum_{k=0}^{n^{\prime}-1} C\left(n^{\prime} j+n_{1} k\right) \omega_{n}^{n^{\prime} r j} \omega_{n}^{n_{1} r k} \\
=\sum_{j=0}^{n_{1}-1} C^{*}\left(\omega_{n}^{n_{1} r}, j\right) .
\end{gathered}
$$

Let $\xi:=\omega_{n}^{n^{\prime}}$, which is a primitive $n_{1}$ th root of unity, and let $\eta:=\omega_{n}^{n_{1}}$, which is a primitive $n^{\prime}$ th root of unity. Then if $f\left(\omega_{n}^{r}\right) \equiv 0(\bmod \alpha)$, we have

$$
\sum_{j=0}^{n_{1}-1} C^{*}\left(\eta^{r^{\prime}}, j\right) \xi^{r_{1} j} \equiv 0 \quad(\bmod \alpha)
$$

We notice that $C^{*}\left(\eta^{r^{\prime}}, j\right) \in \mathbb{Z}\left[\omega_{m}, \eta\right]=\mathbb{Z}\left[\omega_{m n^{\prime}}\right]$. By the $s=1$ case we have already proved applied to $\sum_{j=0}^{n_{1}-1} C^{*}\left(\eta^{r^{\prime}}, j\right) x^{j}$, we obtain that $f\left(\omega_{n}^{r}\right) \equiv 0(\bmod \alpha)$ for all $r \mid d$ if and only if

$$
p_{1}^{t_{1}} \Delta_{j}\left(n_{1} p_{1}^{-t-1}\right) C\left(n^{\prime} j+n_{1} k\right) \eta^{r^{\prime} k} \equiv 0 \quad(\bmod \alpha)
$$

for all $t_{1}$ and $r^{\prime}$ satisfying $p_{1}^{t_{1}} \mid d_{1}$ and $r^{\prime} \mid d^{\prime}$. The polynomial $p_{1}^{t_{1}} \sum_{k=0}^{n^{\prime}-1} \Delta_{j}\left(n_{1} p_{1}^{-t_{1}-1}\right) C\left(n^{\prime} j+\right.$ $\left.n_{1} k\right) x^{k}$ has coefficients in $\mathbb{Z}\left[\omega_{m}\right]$, and furthermore $\left(m, n^{\prime}\right)=1$ and $n^{\prime}$ has $s-1$ distinct prime divisors. So we can apply the induction hypothesis to the polynomial to obtain that the congruence above is true if and only if

$$
\begin{gathered}
p_{1}^{t_{1} \ldots p_{s}^{t_{s}} \Delta_{j}\left(n_{1} p_{1}^{-t_{1}-1}\right) \ldots \Delta_{k}\left(n^{\prime} p_{s}^{-t_{s}-1}\right) C\left(n^{\prime} j+n_{1} k\right)=p_{1}^{t_{1}} \ldots p_{s}^{t_{s}} \Delta\left(n p_{1}^{-t_{1}-1}\right) \ldots \Delta\left(n p_{s}^{-t_{s}-1}\right) C(i)} \begin{array}{c}
\equiv 0 \quad(\bmod \alpha)
\end{array} .
\end{gathered}
$$

for all $i$ and all $t_{1}, \ldots, t_{s}$ such that $p_{1}^{t_{1}} \ldots p_{s}^{t_{s}} \mid d$. This was what we wanted, so the theorem is proved.

The following corollary, which we will not prove, immediately follows from Theorem 1.
Corollary 5.2. Retain the notation of Theorem 1, and let $S$ be a set of divisors of $n$ such that $r \in S$ and $r^{\prime} \mid r$ implies $r^{\prime} \in S$. Then $f\left(\omega_{n}^{r}\right) \equiv 0(\bmod \alpha)$ for all $r \in S$ if and only if

$$
p_{1}^{t_{1}} \ldots p_{s}^{t_{s}} \Delta\left(n p_{1}^{-t_{1}-1}\right) \ldots \Delta\left(n p_{s}^{-t_{s}-1}\right) C(i) \equiv 0 \quad(\bmod \alpha)
$$

for all $i$ and all $p_{1}^{t_{1}} \ldots p_{s}^{t_{s}}=r \in S$.
The following result involves our definitions of ideal components, decomposition fields, and generating functions in $\mathbb{Z}[G]$ associated to a difference set; for a difference set $D$, the generating function is simply the function $D(x) \in \mathbb{Z}[G]$ defined earlier. In what follows, we refer to this function as $g(x)$ rather than $D(x)$, retaining the convention in Yamamoto's paper. Since we work modulo $1-x^{v}, x^{-1}=x^{v-1}$. Thus, in Yamamoto's notation, an equality we
stated earlier is rewritten as

$$
g(x) g\left(x^{v-1}\right) \equiv n+\lambda\left(1+x+\ldots+x^{v-1}\right) \quad\left(\bmod 1-x^{v}\right)
$$

This implies in particular that if $\omega$ is a $v$ th root of unity not equal to 1 , then $g(\omega) g(\bar{\omega})=n$. We now proceed to Yamamoto's second theorem.

Theorem 5.3 (Yamamoto, Thm. 2). Suppose that there exists a $(v, k, \lambda)$-difference set $D$. Let $p \mid n$ be a prime and $d \mid v$ be not equal to 1. Suppose further that $(p, d)=1$ and that the decomposition field $K_{p}$ of $p$ is real, i.e., $K \subset \mathbb{R}$. Then the exponent of the $p$-component of $n$ is even.

Proof. Denote the complex conjugation automorphism by $\tau$. Then $\tau \in \operatorname{Gal}\left(\mathbb{Q}\left(\omega_{d}\right) / \mathbb{Q}\right)$. Moreover, $\tau \in D_{p}$, as $K_{p}$ is real. In particular, $g\left(\omega_{d}\right)$ and $\tau\left(g\left(\omega_{d}\right)\right)$ have the same $\mathfrak{p}$-component for any prime ideal $\mathfrak{p}$ dividing $(p)$. Thus they must have the same $p$-component. Denote this $p$-component by $\mathfrak{b}$. Since $d \neq 1$, we have

$$
g\left(\omega_{d}\right) g\left(\tau\left(\omega_{d}\right)\right)=n
$$

Write the $p$-component of $n$ as $p^{e}$. Then it follows from the centered equality above that

$$
p^{e}=\mathfrak{b} \tau(\mathfrak{b})=\mathfrak{b}^{2}
$$

In particular, all prime ideal divisors $\mathfrak{p}$ of $(p)$ divide $\mathfrak{b}$ with the same exponent. But by our Lemma $4.29, p$ is unramified in $\mathbb{Q}\left(\omega_{d}\right)$. Therefore, $\mathfrak{b}$ must be a power of $(p)$, and we conclude that the exponent $e$ of $p^{e}$ is even.
We state the following two corollaries without proof.
Corollary 5.4. Suppose there exists a $(v, k, \lambda)$-difference set $D$ with real decomposition field $\Delta$. Then $n=k-\lambda$ is a square.

Corollary 5.5. Suppose there exists a $(v, k, \lambda)$-difference set. Let $q$ be odd, and define $q^{*}:=(-1)^{(q-1) / 2} q$. If $p$ is a prime, $p^{e}$ is the $p$-compoennt of $n=k-\lambda$, and $q \mid v$ is odd, then

$$
\left(p^{e}, q^{*}\right)_{r}=1
$$

for all primes $r$ (not including the infinite prime). That is to say, there then exists a non-zero solution to the following equation in $\mathbb{Q}_{r}$ :

$$
p^{e} x^{2}+(-1)^{(q-1) / 2} q y^{2}=z^{2} .
$$

Although this theorem gives a Diophantine equation the existence of solution to which depends on the existence of a $(v, k, \lambda)$-difference set, it is not so useful to apply because the solutions possibly exist in some $p$-adic field. However, it paves the road for subsequent theorems from Yamamoto's paper, which will use it in their proofs. We now state Yamamoto's third theorem, which is much easier to apply.

Theorem 5.6 (Yamamoto, Thm. 3). (i) Retain the notation of Yamamoto's second theorem. Additionally, let $p^{e}$ and $p^{\ell}$ be the p-components of $n$ and $v$, respectively. Then $p^{e / 2} \leq(v / d) p^{-\ell}$.
(ii) Suppose there exists a difference set with parameters $(v, k, \lambda)$. Let $p \mid n=k-\lambda$ be prime, and let $p^{e}$ and $p^{\ell}$ be defined as in part (i). If e is even, then $p^{e / 2} \leq v p^{-\ell}$.
Proof. Let $D$ be our ( $v, k, \lambda$ )-difference set. Set $w:=d p^{\ell}$ in (i) and $w:=p^{\ell}$ in (ii). As earlier, write $g(x)$ for the generating function of $D$, which is an element of $\mathbb{Z}[G]$, where $G$
is the ambient group containing $D$. By the proof of Theorem 2 of Yamamoto's paper, the decomposition group $D_{p}$ contains the complex conjugation automorphism $\tau$. In particular, any prime ideal $\mathfrak{p}$ dividing $(p)$ is invariant under $\tau$, and the $p$-component $\mathfrak{b}$ of $g\left(\omega_{w}\right)$ satisfies $\left(p^{e}\right)=\mathfrak{b}^{2}$. So by Theorem 2, $e$ is even under the assumptions of (i), and it is also assumed to be even in (ii). Therefore, in either case we have $g\left(\omega_{w}\right) \equiv 0\left(\bmod p^{e / 2}\right)$. Indeed, $g(\omega)=0$ $\left(\bmod p^{e / 2}\right)$ for any $w$ th root of unity $\omega \neq 1$.

Let us now deal with the $\omega=1$ case. We have $g(1)=k$, which may not be divisible by $p^{e / 2}$. But then either $k(v-k) \equiv 0\left(\bmod p^{e}\right)$ (because the equality $k(k-1)=\lambda(v-1)$ is equivalent to $k(v-k)=n(v-1))$ or at least one of the numbers $g(1)=k$ and $g_{\bar{D}}(1)=v-k$ is congruent to 0 modulo $p^{e / 2}$; here $g_{\bar{D}}$ is the generating function of the complement $\bar{D}=G \backslash D$, which is a difference set as well as is not difficult to show. Thus, possibly replacing $D$ by $\bar{D}$, we may assume that $g(\omega) \equiv 0\left(\bmod p^{e / 2}\right)$ for any $w$ th root of unity $\omega$.

Let $g_{w}(x):=\sum_{i=0}^{w-1} C(i) x^{i}$, where $C(i):=|\{d \in D \mid d \equiv i(\bmod w)\}|$. Then $g_{w}(\omega)=g(\omega) \equiv 0$ $\left(\bmod p^{e / 2}\right)$ for any $w$ th root of unity $\omega$, so we can apply Yamamoto's first theorem. We then obtain that, in the case of (i), if $d=q_{1}^{t_{1}} \ldots q_{r}^{t_{r}}$ for primes $q_{1}, \ldots, q_{r}$, then

$$
q_{1}^{t_{1}} \ldots q_{r}^{t_{r}} \Delta\left(w q_{1}^{-t_{1}-1} \ldots \Delta\left(w q_{r}^{-t_{r}-1}\right) \Delta\left(w p^{-1}\right) C(i) \equiv 0 \quad\left(\bmod p^{e / 2}\right)\right.
$$

Since $(d, p)=1$ and $\Delta\left(w q_{j}^{-t_{j}-1}\right)$ for $j=1, \ldots, r$ all act as the identity, $\Delta\left(w p^{-1}\right) C(i) \equiv 0$ $\left(\bmod p^{e / 2}\right)$ for all $i$. In the case of (ii), on the other hand, this congruence is an immediate result of Yamamoto's first theorem.

Now, suppose $\Delta\left(w p^{-1}\right) C(i)=0$ for all $i$. Then

$$
\Delta\left(w q_{1}^{-1}\right) \ldots \Delta\left(w q_{r}^{-1}\right) \Delta\left(w p^{-1}\right) C(i)=0
$$

for all $i$, so taking $\alpha=0$ in Yamamoto's first theorem gives $g_{w}\left(\omega_{w}\right)=g\left(\omega_{w}\right)=0$. Because $g(\omega) g(\tau(\omega))=n$, this gives $n=0$, which is a contradiction. A similar argument holds in the case of (ii). It follows that there is an $i$ for which $\Delta\left(w p^{-1}\right) C(i) \neq 0$. We thus know that $C\left(i+w p^{-1}\right)-C(i) \equiv 0\left(\bmod p^{e / 2}\right)$ but that $C\left(i+w p^{-1}\right)-C(i) \neq 0$ for some $i$. As $C(i)=\mid\{d \in D \mid d \equiv i(\bmod w)\}, 0 \leq C(i) \leq \frac{v}{w}$ for all $i$, as $D$ is a difference set. For the choice of $i$ that makes $C\left(i+w p^{-1}\right)-C(i)$ non-zero, we thus have

$$
p^{e / 2} \leq\left|C\left(i+w p^{-1}\right)-C(i)\right| \leq \frac{v}{w}=\frac{v}{d} p^{-\ell}
$$

This proves case (i), and taking $d=1$ gives case (ii) as well.
We have the following corollary.
Corollary 5.7. The decomposition field of a non-trivial difference set is not real, i.e., it is not a subset of $\mathbb{R}$.

Yamamoto notes at this point that there were 12 choices of $(v, k, \lambda)$ with $3 \leq k \leq 50$ and $k<v / 2$ for which the non-existence of corresponding difference sets had not been proved at the time of writing (1963). All of these can be proved not to exist with Yamamoto's third theorem alone.

The corollary to Yamamoto's third theorem suggests that it is worthwhile to consider difference sets other than those with real decomposition fields. Yamamoto's fourth theorem is
therefore a more general statement with no explicit restriction on the type of decomposition field. Indeed, it can be applied to the case of difference sets with imaginary quadratic difference fields.

Theorem 5.8 (Yamamoto, Thm. 4). Let $q$ be a prime divisor of $v$ such that $q \equiv-1$ $(\bmod 4)$ and let $q^{\ell}$ be the $q$-component of $v$. Assume that any prime divisor $p$ of $n=k-\lambda$ satisfies (i) ord ${ }_{q} p \equiv 0(\bmod 2)$, (ii) $\operatorname{ord}_{q} \ell=\frac{1}{2} q^{\ell-1}(q-1)$, or (iii) $p=q$. If there exists a $(v, k, \lambda)$-difference set $D$, then the Diophantine equation

$$
4 n=x^{2}+q y^{2}, 0 \leq x, 0 \leq y \leq \frac{v}{q^{\ell}}, x+y \leq \frac{2 v}{q^{\ell}}
$$

has a solution.
Proof. Let $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{q^{e}}\right) / \mathbb{Q}\right)=\langle\sigma\rangle$, let $g(x)$ be the generating function corresponding to $D$, and let $\mathfrak{b}_{p}$ be the $p$-component of $g\left(\omega_{q^{\ell}}\right)$. Suppose (i) holds, i.e., $\operatorname{ord}_{q}(p)$ is even. It follows by Theorem 2 that $\mathfrak{b}_{p}=(p)^{e}$ for some $e \in \mathbb{N}$.

Now suppose (ii) holds, i.e., $\operatorname{ord}_{q^{\ell}}(p)=\frac{1}{2} q^{\ell-1}(q-1)$. Then,

$$
(p)=\mathfrak{p} \overline{\mathfrak{p}}
$$

for a prime ideal $\mathfrak{p}$, and moreover $D_{p}=\left\langle\sigma^{2}\right\rangle$. Therefore, $\sigma^{2}(\mathfrak{p})=\mathfrak{p}$ and $\sigma^{2}(\overline{\mathfrak{p}})=\overline{\mathfrak{p}}$. The last statement holds also in case (iii).

In any case, we have $\sigma^{2}\left(\mathfrak{b}_{p}\right)=\mathfrak{b}_{p}$ for all prime divisors $p$ of $n$. In particular, setting $\gamma:=g\left(\omega_{q^{\ell}}\right)$ gives $\sigma^{2}(\gamma)=(\gamma)$. Setting $\eta:=\gamma^{1-\sigma^{2}}\left(:=\left(1-\sigma^{2}\right)(\gamma)\right)$, we have that $\eta$ is a unit of $\mathbb{Q}\left(\omega_{q^{\ell}}\right)$. Also, letting $\tau$ denote complex conjugation,

$$
\begin{gathered}
\eta^{1+\tau}=\gamma^{\left(1-\sigma^{2}\right)(1+\tau)} \\
=\gamma^{(1+\tau)\left(1-\sigma^{2}\right)} \\
=n^{1-\sigma^{2}} \\
=1,
\end{gathered}
$$

so $|\eta|=1$. Since $\eta \in \mathbb{Q}\left(\omega_{q^{\ell}}\right), \eta$ is a root of unity. Thus we can write $\eta=\epsilon \omega_{q^{\ell}}^{j}$ for $\epsilon= \pm 1$ and some $j$.

We claim that $\epsilon=1$. Indeed, setting $N:=q^{\ell-1}(q-1)$, we have

$$
\begin{gathered}
1=\eta^{1+\sigma^{2}+\ldots+\sigma^{N-2}} \\
=\epsilon^{N / 2} \sigma_{q^{\ell}}^{j\left(1+\sigma^{2}+\ldots+\sigma^{N-2}\right)},
\end{gathered}
$$

from which it follows that $\epsilon=1$ since $N / 2$ is odd. Also, if $\omega_{q^{e}}^{\sigma}=\omega_{q^{\ell}}^{s}$ for some integer $s$, then the above shows that $j\left(1-s^{N}\right) /\left(1-s^{2}\right) \equiv 0\left(\bmod q^{\ell}\right)$. Therefore, there exists $u$ such that $-j \equiv\left(1-s^{2}\right) u\left(\bmod q^{\ell}\right)$. Since $1-s^{2} \neq 0(\bmod q)$ if $q \neq 3$ and since if $q=3$, then the 3 -components of $1-s^{2}$ and $1-s^{N}$ are 3 and $3^{\ell}$, respectively, we have that $j \equiv 0(\bmod 3)$ and that there exists $u$ such that $-j \equiv\left(1-s^{2}\right) u\left(\bmod 3^{\ell}\right)$.

If necessary, we replace $D$ with $D+u$. Then $\eta$ becomes

$$
\left(\omega_{q^{\ell}}^{u} g\left(\omega_{q^{\ell}}\right)^{1-\sigma^{2}}=\omega_{q^{\ell}}^{u\left(1-\sigma^{2}\right)} \eta\right.
$$

$$
=\omega_{q^{\ell}}^{\left(1-s^{2}\right) u+j}
$$

$$
=1
$$

So by replacing $D$ with $D+u$, we may assume that $g\left(\omega_{q^{\ell}}\right)^{\sigma^{2}}=g\left(\omega_{q^{\ell}}\right)$. We then have that $\gamma:=g\left(\omega_{q^{\ell}}\right)$ is an element of the ring of integers of $\mathbb{Q}(\sqrt{-q})$; notice that $n=\gamma^{1+\tau}$ is the norm of $\gamma$. In particular, we can write $\gamma=a+b \zeta$ where $\zeta:=(-1+\sqrt{-q}) / 2$. Then $4 n=(2 a-b)^{2}+q b^{2}$. Letting $g_{-D}$ denote the generating function of $-D$ and $g_{\bar{D}}$ the generating function of the complement of $D$, we have

$$
\begin{gathered}
g_{\bar{D}}\left(\omega_{q^{\ell}}\right)=-a-b \zeta \\
g_{-D}\left(\omega_{q^{\ell}}\right)=a+b \zeta^{\tau}=a-b-b \zeta \\
g_{-\bar{D}}\left(\omega_{q^{\ell}}\right)=-a+b+b \zeta,
\end{gathered}
$$

so we can assume $a \geq 0$ and $b \geq 0$ by replacing $D$ with $-D, \bar{D}$, or $-\bar{D}$ if necessary. From classical analytic number theory, we know we can rewrite $\zeta$ as a Gauss sum

$$
\zeta=\sum_{i=1}^{q-1} \psi(i) \omega_{q}^{i}= \pm \sum_{i=1}^{q-1} \psi(i) \omega_{q^{\ell}}^{q^{\ell-1}}
$$

where $\psi(i)=0$ or 1 depending on whether $i$ is a quadratic non-residue or residue modulo $q$, respectively. Also, $\omega_{q}$ is a suitable primitive $q$ th root of unity, and the sign $\pm$ is the sign of $(j / q)$ for $j$ such that $\omega_{q^{\ell}}^{q^{\ell-1}}=\omega_{q}^{j}$. Letting

$$
g_{q^{\ell}}(x)=\sum_{i=0}^{q^{\ell}-1} C(i) x^{i},
$$

where the $C(i)$ are defined as earlier in this article, we have that

$$
g_{q^{\ell}}(x)-\left(a \pm b \sum_{i=1}^{q-1} \psi(i) x^{q^{\ell-1} i}\right.
$$

has a zero at $x=\omega_{q^{\ell}}$, so by applying Yamamoto's first theorem with $\alpha=0$, we get

$$
C(0)-a=C\left(q^{\ell-1} i\right) \mp b \psi(i)
$$

for $i=1,2, \ldots, q-1$. In particular, $C(0)-a=C\left(q^{\ell-1}\right) \mp b=C\left(-q^{\ell-1}\right)$. As $0 \leq C(i) \leq v / q$ for all $i$, we obtain $a \leq v q^{-\ell}$ and $b \leq v q^{-\ell}$. Similarly, using $g_{-\bar{D}}\left(\omega_{q^{\ell}}\right)=-a+b+b \zeta$ instead gives $|a-b| \leq v q^{-\ell}$. Taking $x:=|2 a-b|, y:=b$ now yields the result.
We have the following corollary to Yamamoto's fourth theorem.
Corollary 5.9. Consider a hypothetical $(v, k, \lambda)$-difference set. Let $v=q^{\ell}$, where $q$ is a prime $\equiv 3(\bmod 4)$. Suppose some prime divisor $p$ of $n=k-\lambda$ has even order or the order of $\frac{1}{2}(q-1)(\bmod q), p^{q-1} \neq 1\left(\bmod q^{2}\right)$. Then our hypothetical difference set exists only if $\ell=1$ and $q>3$. In this case, we obtain exactly two difference sets, with parameters $v=q$ and $n=\frac{1}{4}(q+1)$.
Yamamoto's fifth and sixth theorems are quite similar to the fourth theorem in that they concern difference sets with no explicit restriction on the type of decomposition field they have.
Theorem 5.10 (Yamamoto, Thm. 5). Let $q$ and $r$ be distinct prime divisors of $v$, let $q^{\ell}$ and $r^{m}$ be the $q$-components and $r$-components of $v$, respectively, and let $q \equiv-1(\bmod 4)$,
$\left(\varphi\left(q^{\ell}\right), \varphi\left(r^{m}\right)\right)=2$, where $\varphi$ is the Euler totient function. Assume that any prime divisor of $n$ satisfies one of the following:
(i) $\operatorname{ord}_{q} p \equiv 0(\bmod 2)$ and $\operatorname{ord}_{r} p \equiv 0(\bmod 2), \neq 0(\bmod 4)$,
(ii) ord $_{q^{\ell}} p=\frac{1}{2} \varphi\left(q^{\ell}\right)$ and ord $_{r^{m}} p=\varphi\left(r^{m}\right)$,
(iii) $p=q$ and ord $_{r^{m}} p=\varphi\left(r^{m}\right)$.

If there exists a $(v, k, \lambda)$-difference set $D$, then there is a solution to the Diophantine equation

$$
4 n=x^{2}+q y^{2}, 0 \leq x, 0 \leq y \leq \frac{2 v}{q^{\ell} r^{m}}, x+y \leq \frac{4 v}{q^{\ell} r^{m}}
$$

Proof. Let $g(x)$ be the generating function of $D$ and set $w:=q^{\ell} r^{m}$. We then observe that $\mathbb{Q}\left(\omega_{m}\right)$ is the compositum of $\mathbb{Q}\left(\omega_{q^{\ell}}\right)$ and $\mathbb{Q}\left(\omega_{r^{m}}\right)$, i.e., the smallest field extension of $\mathbb{Q}$ containing both. Also, if $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{q^{\ell}}\right) / \mathbb{Q}\right)=\langle\sigma\rangle$ where $\sigma$ acts as the identity on $\mathbb{Q}\left(r^{m}\right)$, and if $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{r^{m}}\right) / \mathbb{Q}\right)=\langle\rho\rangle$ where $\rho$ acts as the identity on $\mathbb{Q}\left(\omega_{q^{\ell}}\right)$, then $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{w}\right) / \mathbb{Q}\right)=\langle\sigma, \rho\rangle$.

Suppose $p$ satisfies condition (i). Then there exists $z$ such that $p^{z} \equiv-1(\bmod w)$ and, letting $\mathfrak{b}_{p}$ denote the $p$-component of $g\left(\omega_{w}\right), \mathfrak{b}_{p}$ is rational by Yamamoto's second theorem.

If $p$ satisfies (ii), then $\operatorname{ord}_{w}(p)$ is the least common multiple of $\operatorname{ord}_{q^{e}}(p)$ and $\operatorname{ord}_{r^{m}}(p)$, which is $\frac{1}{2} \varphi(w)$ by the assumptions of the theorem. We observe that the decomposition field of $p$ is $\mathbb{Q}(\sqrt{-q})$, so any prime ideal divisor $\mathfrak{p}$ of $(p)$ originates in $\mathbb{Q}(\sqrt{-q})$.

If $p$ satisfies (iii), then $p=q=\mathfrak{q}^{\varphi\left(q^{\ell}\right)}$, where $\mathfrak{q}$ is the prime ideal divisor of $(q)$. Since the $q$-component $\mathfrak{b}_{q}$ of $g\left(\omega_{w}\right)$ is a power of $\mathfrak{q}$, it is rational, and Yamamoto's second theorem gives us that the $q$-component of $n$ must be a square. Setting $\gamma:=g\left(\omega_{w}\right), \eta:=\gamma^{1-\sigma^{2}}, \theta:=\omega^{1-\rho}$, we see that $\eta$ and $\theta$ are units in $\mathbb{Q}\left(\omega_{w}\right)$. Thus $\eta^{1+\tau}=\theta^{1+\tau}=1$, and we can show, as in the proof of Yamamoto's fourth theorem, that $\eta$ and $\tau$ are roots of unity in $\mathbb{Q}\left(\omega_{w}\right)$. In particular, $\eta^{1-\rho}$ is a $q^{\ell}$ th root of unity and $\theta^{1-\sigma^{2}}$ is an $r^{m}$ th root of unity. However, both of these are equal to $\gamma^{\left(1-\sigma^{2}\right)(1-\rho)}$, so we see that $\eta^{1-\rho}=\theta^{1-\sigma^{2}}=1$, and thus that $\eta$ is a root of unity of $\mathbb{Q}\left(\omega_{q^{\ell}}\right)$ and $\theta$ is a root of unity in the subfield $K$ fixed by $\sigma^{2}$.

One can show that $K$ is the compositum of $\mathbb{Q}\left(\omega_{r^{m}}\right)$ and $\mathbb{Q}(\sqrt{-q})$ of degree $2 \varphi\left(r^{m}\right)$ over $\mathbb{Q}$., and unless $q=3, \theta$ is a root of unity in $\mathbb{Q}\left(\omega_{r^{m}}\right)$. On the other hand, if $q=3, \theta$ may be a $6 r^{m}$ th root of unity. We obtain as in the proof of Yamamoto's fourth theorem that $\eta=\epsilon \omega_{q^{e}}^{i}, \theta=\epsilon^{\prime} \omega_{r^{m}}^{q}$ (for $q \neq 3$ ) or $\theta=\epsilon^{\prime} \omega_{r^{m}}^{j} \omega_{3}^{a}$ (for $q=3$ ), where $i, j, a$ are integers and $\epsilon, \epsilon^{\prime}= \pm 1$. As in the proof of Yamamoto's fourth theorem, we then find that $\epsilon=1$ and that by replacing $D$ by $D+u r^{m}$ for some $u$ if needed, we can assume $\eta=1$. Similarly, replacing $D$ by $D+u^{\prime} q^{\ell}$ for some $u^{\prime}$ if needed, we can assume that $\theta=\epsilon^{\prime}($ if $q \neq 3)$ or that $\theta=\epsilon^{\prime} \omega_{3}^{a}$ (if $q=3$ ).

First, let us consider the $q \neq 3$ case. We claim that $\epsilon^{\prime}=1$. Since $\gamma^{1-\sigma^{2}}=1$ and $\gamma^{1-\rho}=\epsilon^{\prime}= \pm 1$, we have that $\gamma^{2} \in \mathbb{Q}(\sqrt{-q})$. Setting $\mathfrak{D}:=\mathbb{Z}\left[\omega_{w}\right]$ and $\mathfrak{v}:=\mathbb{Z}[\zeta]$ where $\zeta=(-1+\sqrt{-q}) / 2$, we have $\gamma \mathfrak{D}=\mathfrak{c D}$ for some ideal $\mathfrak{c}$ of $\mathfrak{v}$, as $\gamma \mathfrak{D}$ originates in $\mathbb{Q}(\sqrt{-q})$. However, we also have $\gamma^{2} \in \mathfrak{v}$, so $\mathfrak{c}^{2}=\gamma^{2} \mathfrak{v}$ is a principal ideal of $\mathfrak{v}$, and therefore $\mathfrak{c}$ itself must be principal, from the theory of imaginary quadratic fields (in particular, the fact that
$\mathbb{Q}(\sqrt{-q})$ has odd class number, as it has prime discriminant).
If $\mathfrak{c}=\gamma_{0} \mathfrak{v}$ for some $\gamma_{0} \in \mathfrak{v}$, then $\gamma^{2}=\gamma_{0}^{2} \eta_{0}$ for some unit $\eta_{0}$ of $\mathbb{Q}(\sqrt{-q})$. But then we have $\eta_{0}= \pm 1$. If $\eta_{0}=-1$, then $\gamma \gamma_{0}^{-1}=\sqrt{-1} \in \mathbb{Q}\left(\omega_{w}\right)$, a contradiction. So $\eta_{0}=1$ and $\gamma= \pm \gamma_{0} \in \mathbb{Q}(\sqrt{-q})$.

Now let us deal with the case where $q=3$. Then $\gamma^{2\left(1-\sigma^{2}\right)}=1$ and $\gamma^{2(1-\rho)}=\omega_{3}^{2 a}$ for suitable $a$. We claim that $a \equiv 0(\bmod 3)$. Suppose otherwise. Then $\gamma^{2}$ determines a degree 3 subfield $K$ over $\mathbb{Q}(\sqrt{-q})$, which is only possible if $r \equiv 1(\bmod 3)$. It is also the case that $K$ is uniquely determined as the subfield of $\mathbb{Q}\left(\omega_{w}\right) / \mathbb{Q}\left(\omega_{3}\right)$ of degree 3 relative to $\mathbb{Q}\left(\omega_{3}\right)$. Setting

$$
\xi:=\sum_{i=0}^{(1 / 3)(r-1)-1} \omega_{r}^{\rho^{3 i}}
$$

we observe that $\xi, \xi^{\rho}$, and $\xi^{\rho^{2}}$ determine a basis for $K$ with respect to $\mathbb{Z}\left[\omega_{3}\right]$. Then $\left(\gamma^{2}\right)^{1-\rho}=$ $\gamma_{3}^{-a}$ tells us that

$$
\begin{gathered}
\gamma^{2}=\alpha_{0}\left(\xi+\omega_{3}^{a} \xi^{\sigma}+\omega_{3}^{2 a} \xi^{\sigma^{2}}\right) \\
=\alpha_{)} A
\end{gathered}
$$

for some $\alpha_{0} \in \mathbb{Z}\left[\omega_{3}\right]$. Letting $\Lambda:=\xi+\omega_{3}^{a} \xi^{\sigma}+\omega_{3}^{2 a} \xi^{\sigma^{2}}$, we have $\Lambda^{1+\tau}=r$. Therefore, we obtain $n^{2}=\gamma^{2(1+\tau)}=\alpha_{0}^{1+\tau} r$. But $(n, r)=1$ by assumption, so we reach a contradiction.

We know that $\gamma^{2} \in \mathbb{Q}(\sqrt{-3})$ and wish to prove that $\gamma \in \mathbb{Q}(\sqrt{-3})$. Setting $\mathfrak{v}:=\mathbb{Z}\left[\omega_{3}\right], \mathfrak{D}:=$ $\mathbb{Z}\left[\omega_{w}\right]$, we know that $\gamma \mathfrak{D}=\mathfrak{c} \mathfrak{D}$ for some ideal $\mathfrak{c}$ of $\mathfrak{v}$, as in the earlier case. Once again, as $\mathbb{Q}(\sqrt{-3})$ has class number 1 , we know that $\mathfrak{c}$ must be a principal ideal, so that $\gamma \mathfrak{D}=\gamma_{0} \mathfrak{D}$ for some $\gamma_{0} \in \mathfrak{v}$. However, $\gamma^{2} \in \mathfrak{v}$ and $\gamma^{2}=\gamma_{0}^{2} \eta_{0}$ for some unit $\eta_{0}$ of $\mathfrak{v}$. We observe that $\eta_{0}$ is a 6 th root of unity, and $\eta_{0}^{1 / 2}=\gamma \gamma_{0}^{-1}$ must be a root of unity in $\mathbb{Q}\left(\omega_{w}\right)$. Therefore, $\eta_{0}$ is a third root of unity. In particular, $\gamma=\eta_{0}^{1 / 2} \gamma_{0} \in \mathbb{Q}(\sqrt{-3})$.

We know that $\gamma=g\left(\omega_{w}\right)$ is in the ring of integers of $\mathbb{Q}(\sqrt{-q})$. Let $\gamma=a+b \zeta$ with $\zeta=(-1+\sqrt{-q}) / 2$. Setting $g_{w}(x):=\sum_{i=0}^{w-1} C(i) x^{i}$, the polynomial

$$
g_{w}(x)-\left(a \pm b \sum_{i=1}^{q-1} \psi(i) x^{q^{\ell-1} r^{m} i}\right)
$$

where $\psi(i)=\frac{1}{2}((i / q)+1)\left((i / q)\right.$ is the Legendre symbol), has a root at $x=\omega_{w}$. Therefore, Yamamoto's first theorem tells us that

$$
C(0)-a-C\left(q^{\ell-1} r^{m} i\right) \mp b \psi(i)=C\left(q^{\ell} r^{m-1}\right)-C\left(q^{\ell} r^{m-1} j+q^{\ell-1} r^{m} i\right)
$$

for $i=1,2, \ldots, q-1$ and $j=1,2, \ldots, r-1$. As $0 \leq C(i) \leq v / w$, we have $|a| \leq 2 v / w$, $|b| \leq 2 v / w$, and $|a-b| \leq 2 v / w$, as in the proof of Yamamoto's fourth theorem. Therefore, $4 n=4 \gamma^{1+\tau}=x^{2}+q y^{2}$, where, choosing $x:=|2 a-b|, y:=|b|, 0 \leq x, 0 \leq y \leq 2 v / w$, and $x+y \leq 4 v / w$.

We have the following corollary.
Corollary 5.11. Retain the notation of Yamamoto's fifth theorem and take $v=q^{\ell} r^{m}$. Then the only possibility is $v=21, n=4$.

Finally, we prove the sixth and final paper of Yamamoto's paper. It is quite similar and structure to his fourth and fifth theorems.

Theorem 5.12 (Yamamoto, Thm. 6). Let $q$ and $r$ be prime divisors of $v$ such that $q \equiv-1$ $(\bmod 4), r \equiv 1(\bmod 4),(q / r)=-1$, and $\left(\varphi\left(q^{\ell}\right), \varphi\left(r^{m}\right)\right)=2$ for $q^{\ell}$ and $r^{m}$ the $q$ - and $r$ components of $v$, respectively. Assume any prime divisor $p$ of $n$ satisfies either
(i) $\operatorname{ord}_{q} p \equiv 0(\bmod 2)$ and $\operatorname{ord}_{r} p \equiv 0(\bmod 2), \neq 0(\bmod 4)$, or
(ii) $\operatorname{ord}_{q^{\ell}} p=\varphi\left(q^{\ell}\right)$ and $\operatorname{ord}_{r^{m}} p=\varphi\left(r^{m}\right)$.

Then, if there exists a $(v, k, \lambda)$-difference set $D$, there is a solution to the Diophantine equation

$$
4 n=x^{2}+q r y^{2}, 0 \leq x, 0 \leq y \leq \frac{2 v}{q^{\ell} r^{m}}, x+y \leq \frac{4 v}{q^{\ell} r^{m}}-2 .
$$

Proof. As earlier, we let $g(x)$ be the generating function of $D$. We also set $w:=q^{\ell} r^{m}$. Let the $p$-component of $g\left(\omega_{w}\right)$ be $\mathfrak{b}_{p}$. Then $\mathfrak{b}_{p}$ is rational for $p$ satisfying condition (i), by an application of Yamamoto's second theorem. Also, if $p$ satisfies condition (ii), then by assumption the decomposition field $K_{p}=\mathbb{Q}(\sqrt{-q r})$.

Now, let $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{q^{\ell}}\right) / \mathbb{Q}\right)=\langle\sigma\rangle$ and $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{r^{m}}\right) / \mathbb{Q}\right)=\langle\rho\rangle$, where $\sigma$ and $\rho$ act as the identity on $\mathbb{Q}\left(\omega_{r^{m}}\right)$ and $\mathbb{Q}\left(\omega_{q^{\ell}}\right)$, respectively. Then $\operatorname{Gal}\left(\mathbb{Q}\left(\omega_{w}\right) / \mathbb{Q}\right)=\langle\sigma, \rho\rangle$. Setting $\gamma:=g\left(\omega_{w}\right)$, we have that $\eta:=\gamma^{1-\sigma \rho}$ has $\eta^{1+\tau}=1$, so is a root of unity.Replacing $D$ by $D+u q^{\ell}+u^{\prime} r^{m}$ if needed, we can assume $\eta= \pm 1$. Just as in the proofs of Yamamoto's fourth and fifth theorems, $\gamma^{1-\sigma^{2}}=\gamma^{1-\rho^{2}}=1$ Therefore, $\gamma^{2}$ is an element of the subfield of $\mathbb{Q}\left(\omega_{w}\right)$ that is fixed by $\sigma^{2}, \rho^{2}$, and $\sigma \rho$. This subfield is $\mathbb{Q}(\sqrt{-q r})$.

We claim, as in the proof of Yamamoto's fifth theorem, that $\gamma \in \mathbb{Q}(\sqrt{-q r})$. Suppose it does not. Then $\gamma^{1-\sigma \rho}=-1$ and $\gamma=\frac{1}{2}(c \sqrt{-q}+d \sqrt{r})$ for some $c, d \in \mathbb{Z}$ such that $c \equiv d$ $(\bmod 2)$. Then we have $4 n=4 \gamma^{1+\tau}=q c^{2}+r d^{2}$. But this cannot hold, as $n$ is a square and we assumed that $(q / r)=-1$. Therefore, $\gamma \in \mathbb{Q}(\sqrt{-q r})$, so $\gamma=a+b \zeta$ for some $a, b$, where $\zeta=(-1+\sqrt{-q r}) / 2$. Note that by the theory of Gauss sums, if $\psi(i):=\frac{1}{2}((i /(q r)+1)$, where $(i / q r)$ is the Jacobi symbol, then

$$
\zeta=\sum_{i=1}^{q r-1} \psi(i) \omega_{q r}^{i}
$$

where $\omega_{q r}$ is a suitable primitive $q r$ th root of unity. Letting $g_{w}(x):=\sum_{i=0}^{w-1} C(i) x^{i}$, we observe that the polynomial

$$
g_{w}(x)-\left(a \pm b \sum_{i=1}^{q r-1} \psi(i) x^{q^{\ell-1} r^{m-1} i}\right)
$$

has a root at $x=\omega_{w}$. Applying Yamamoto's first theorem with $\alpha=0$ gives

$$
\begin{gathered}
C(0)-a-\left(C\left(q^{\ell-1} r^{m} i\right)-\frac{1}{2}\right) \\
=C\left(q^{\ell} r^{m-1} j\right)-\frac{1}{2}-\left(C\left(q^{\ell-1} r^{m} i+q^{\ell} r^{m} j\right) \mp b \psi(r i+q j)\right) .
\end{gathered}
$$

We can rephrase this as

$$
C(0)-a+1-C\left(q^{\ell-1} r^{m} i\right)=C\left(q^{\ell} r^{m-1} j\right)-C\left(q^{\ell-1} r^{m} i+q^{\ell} r^{m-1} j\right) \mp b \psi(r i+q j)
$$

for $i=1,2, \ldots, q-1$ and $j=1,2, \ldots, r-1$. Since $0 \leq C(i) \leq v / w$ or all $i$, we obtain $|a-1| \leq$ $2 v / w,|b| \leq 2 v / w$. Considering $\bar{D}$ instead of $D$ if necessary, we also have $|-a-1| \leq 2 v / w$, i.e., $|a| \leq 2 v / w-1$. Likewise considering $-D$ instead of $D$, we obtain $|a-b| \leq 2 v / w-1$. Taking $x:=|2 a-b|, y:=|b|$, we obtain

$$
\begin{gathered}
4 n=4 \gamma^{1+\tau}=x^{2}+q y^{2} \\
0 \leq x, 0 \leq y \leq 2 v / w, x+y \leq 4 v / w-2 .
\end{gathered}
$$

This proves the result.

## 6. Applications

Now that we have completed our journey through Yamamoto's paper, the reader may be curious what the payoff is. Indeed, it is customary, when one has written a paper about difference sets, to numerically check how many difference sets in a given range of parameters can be proved to not exist using the methods in one's paper. Yamamoto carried out this calculation. He found 373 choices of $v$ and $n$ with $2 \leq n \leq 50$ and satisfying the elementary condition $k(v-k)=n(v-1)$. In 273 of these cases, he was able to use his second, third, fourth, fifth, and sixth theorems to establish non-existence. Of the remaining 100 cases, 58 parameters were already known to correspond to existent difference sets, so they would have been impossible to rule out by any method. The remaining 42 cases involved difference sets with decomposition fields of degree higher than 2, and the theorems in Yamamoto's paper were not able to rule out their existence.
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