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Joint Typicality

Proving the capacity expression for classical channels
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Recall from last lecture:



Proving the capacity theorem

Here, the upper bound (converse) on the capacity matches the lower
bound achieved by codes -- so we know the capacity expression.  



any

Randomized argument

error for one code (Cn) averaged over all code words 

average over the code Cn 

(2) This is immediate from (1)
     fix one such code Cn

(3) From Cn, "expunge" the bad 
     codewords to reduce error .. 

Will see detail, and why rate unchanged!

(1) Main step of the proof 



(averaged over codes, and codewords in each code)

particular code that has been chosen, 

C
c

Step (1):



e.g., binary input, p(0) = 0.7, p(1) = 0.3, n = 100, M = 1024.  

1024 

100

i-th row this row will be input into the 100 
channel uses if Alice's message is i

each entry = 0 with prob 0.7



(So they know which code has been chosen.)

(Actually, most of the argument works for any arbitrary i.)

the i-th row in the n-by-M matrix

"Joint typicality decoding" is suboptimal compared to maximum 
likelihood decoding, but asymptotically still capacity achieving 
and easier to analyse.   



In the above procedure, what is the probability of error?  

Averaged over the choice of code Cn:  

error if k = i but 

i.e., there is at least another "1" in 
       the purple region, besides ci.  

For any k = i, ck, ci independent,  
so ck, y    also independent.n

By JAEP (c), 

for n large enough



So, for this fixed i, there is an error if 

c1, yn or c2, yn or c3, yn or c      yn
i-1 or c      yn

i+1 or c    yn
M

... ...

is in An,

Prob of error

.

k = i
Prob(ck in A n, )

k = i
2-n(I(X:Y)-3   )

2-n(I(X:Y)-3   )

(union bound)

(previous page)

| M |

Averaged over the choice of the code and channel noise, 
assuming ci yn jointly typical, and for any value of i. 

Putting (a) and (b) together, for any i, 



Now, average over both the code and i: 

Finally, choosing our parameters for part (1):

Part (2) follows immediately:

low error averaged over code, over i 

at least one code has low error 
(averaged over i) 



Step (3):

What is the worse error for the better half? 4

If not, the best error for the worse half is more than 4

and the average error (over codewords) will exceed  2

Proof:

What is the effect on the rate? 

Finally, 

which completes the direct coding half of the capacity theorem. 

with the smallest probs of error. 



Remarks: 

One more geometric picture (to complement the Hamming spheres):

Our bound says that, taking probabilities 
into account, these "inverse Hamming 
spheres" don't overlap much.  

The JAEP table says 
a lot about how these 
spheres are distributed.



Proving the capacity theorem

Here, the upper bound (converse) on the capacity matches the lower
bound achieved by codes -- so we know the capacity expression.  



Some terminologies:

Statement: A implies B

Converse of statement 
       B implies A

Contrapositive of statement
       not-B implies not-A

Direct coding theorem: if 

Converse to the direct coding theorem: 

then R achievable

if R achievable, then 

(of the converse)



Proof of converse: if R achievable, then 

The following holds from definition:

We will prove 
3 inequalities:



The following holds from definition:



We now prove the first of these 3 inequalities:



We have used:



what is the input (from 1, 2, ..., 2
nR

)

We now prove the first of these 3 inequalities:

output
error prob



We now prove the second of these 3 inequalities:

From H11, if A->B->C is a Markov chain, then, I(A:B) >= I(A:C).  

Note also from the proof of H11 that A->B->C is a Markov chain
iff I(A:C|B)=0 iff C->B->A is a Markov chain, so, I(C:B) >= I(C:A).  



We now prove the third of these 3 inequalities:



We now prove the third of these 3 inequalities:



We now prove the third of these 3 inequalities:

To get the third inequality, note X n = n (Wn), 

= from lemma

This completes the proof of the converse, and also the capacity theorem.

NB. Back classical communication from Bob to Alice does not affect
the proof of the converse, so, the same upper bound for the rate holds;
compared to the direct coding theorem WITHOUT the back comm, it 
shows that classical "feedback" does not increase capacity (though it
may reduce code complexity etc).  e.g., erasure channel. 


