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Abstract

In this paper we study the family of elliptic curves E/Q, having good reduction at 2
and 3, and whose j-invariants are small. Within this set of elliptic curves, we consider
the following two subfamilies: first, the set of elliptic curves E such that the quotient
Δ(E)/C(E) of the discriminant divided by the conductor is squarefree; and second,
the set of elliptic curves E such that the Szpiro quotient βE := log |Δ(E)|/ log(C(E))
is less than 7/4. Both these families are conjectured to contain a positive proportion of
elliptic curves, when ordered by conductor. Our main results determine asymptotics for
both these families, when ordered by conductor. Moreover, we prove that the average
size of the 2-Selmer groups of elliptic curves in the first family, again when these curves
are ordered by their conductors, is 3. The key new ingredients necessary for the proofs
are ‘uniformity estimates’, namely upper bounds on the number of elliptic curves with
bounded height, whose discriminants are divisible by high powers of primes.

1. Introduction

Every elliptic curve over Q can be uniquely represented as EAB : y2 = x3 +Ax+B, where A
and B are integers such that there is no prime p with p4 | A and p6 | B, and such that Δ(A,B) :=
−4A3 − 27B2 �= 0. Given an elliptic curve E over Q, we denote its algebraic rank by r(E) and
its analytic rank by ran(E). The Birch and Swinnerton-Dyer (BSD) conjecture asserts that these
two quantities are equal, that is, we have r(E) = ran(E).

Foundational conjectures of Goldfeld [Gol79] (in the case of families of quadratic twists of
elliptic curves) and Katz and Sarnak [KS99] (for the full family of elliptic curves) assert that a
density of 50 % of elliptic curves have rank 0, and that 50 % have rank 1, and that the average
rank of elliptic curves is 1/2. Both these conjectures are formulated through a study of the
associated family of the L-functions LE(s) attached to the elliptic curves E. The behavior of
LE(s) at and near the critical point is used to control the distribution of analytic ranks, which,
assuming the BSD conjecture, can be used to give heuristics for the distribution of the algebraic
ranks.

The most natural way to order a family of L-functions is by their conductors, which, in this
case of L-functions of elliptic curves, is equal to the levels of the associated modular forms. Thus in
the Goldfeld and Katz–Sarnak conjectures, it is implicitly assumed that elliptic curves are ordered
by their conductors. However, when studying two-parameter families of elliptic curves, the curves
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EAB are usually ordered by their (naive) height H(EAB) = max{4|A|3, 27B2}.1 Assuming the
generalized Riemann hypothesis, Brumer [Bru92], Heath-Brown [Hea04], and Young [You06]
proved the successively better bounds of 2.3, 2, and 25/14 on the average analytic ranks of
elliptic curves when ordered by height. On the algebraic side, Bhargava and the second named
author [BS15] proved that the average rank of elliptic curves, when ordered by height, is bounded
by 0.885.

If elliptic curves are instead ordered by conductor, even asymptotics for the number of curves
are not known. The discriminant Δ(EAB) of EAB is (up to absolutely bounded factors of 2
and 3) −4A3 − 27B2. The conductor C(EAB) of EAB is (again, up to bounded factors of 2 and
3) the product over all primes p dividing Δ(EAB) of either p or p2 depending on whether EAB

has multiplicative or additive reduction at p. Building on the work of Brumer and McGuinness
[BM90] on the family of elliptic curves ordered by discriminant, Watkins [Wat08] gives heuristics
suggesting that the number of elliptic curves with conductor bounded by X grows as ∼ cX5/6 for
an explicit constant c. Lower bounds of this magnitude are easy to obtain, but the best known
upper bound is O(X1+ε) due to work of Duke and Kowalski [DK00].

The difficulties in determining precise upper bounds are twofold. First, it is difficult to rule
out the possibility of many elliptic curves with large height but small discriminant. Second, it
is difficult to rule out the possibility of many elliptic curves with large discriminant but small
conductor. It is interesting to note here that the second difficulty is exactly a nonarchimedean
version of the first. Indeed, curves EAB with large height and small discriminant correspond to
pairs (A,B) of integers, where 4A3 and −27B2 are unusually close as real numbers. On the other
hand, curves EAB with large discriminant and small conductor correspond to pairs of integers
(A,B) such that 4A3 and −27B2 are unusually close as p-adic numbers.

In this paper we focus on studying the second difficulty while entirely sidestepping the
first. To this end, we let E denote the set of elliptic curves E over Q that satisfy the following
properties.

1. The j-invariant j(E) of E satisfies j(E)� log Δ(E).
2. E has good reduction at 2 and 3.

Recall that the j-invariant j(EAB) for the elliptic curve EAB equals A3/Δ(EAB) up to a
fixed constant. The condition j(EAB)� log Δ(EAB) then implies that A3 � Δ(EAB)1+ε and
also B2 � Δ(EAB)1+ε from the definition of Δ(EAB). In other words, the first of the above two
conditions excludes all elliptic curves E with Δ(E)� H(E)1−ε and is critical for our results.
According to the Brumer–McGuinness heuristics [BM90], only a negligible number of elliptic
curves are being excluded by the assumption of this property, but this is unproven. The second
property is a technical assumption at 2 and 3. Our method also works with other local reduction
conditions at 2 and 3, as long as there is a uniform bound on the contribution to Δ(E) at 2 and
3, with the only change being the leading constant in Theorem 1.1 below. We will in fact have
to further restrict our families of elliptic curves. We define the families

Esf :=
{
E ∈ E :

Δ(E)
C(E)

is squarefree
}
,

Eκ := {E ∈ E : βE ≤ κ},

1 See, however, work of Hortsch [Hor16] obtaining asymptotics for the number of elliptic curves with bounded
Faltings height.
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for every κ > 1, where the Szpiro constant βE is defined to be log |Δ(E)|/ log(C(E)). When
ordered by conductor, the family Eκ conjecturally contains 100 % of elliptic curves with good
reduction at 2 and 3, and Esf conjecturally contains a positive proportion of elliptic curves. We
prove the following result determining asymptotics for these families of elliptic curves, ordered
by their conductors.

Theorem 1.1. Let 1 < κ < 7/4 be a positive constant. Then we have

#{E ∈ Esf : C(E) < X} ∼ 1 +
√

3
60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)
·
∏
p≥5

(
1 +

1
p7/6

− 1
p2
− 1
p13/6

)
·X5/6,

#{E ∈ Eκ : C(E) < X} ∼ 1 +
√

3
60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)
·
∏
p≥5

[(
1− 1

p

)(
1 +

1
p5/3

+
1

p11/6
+

1
p17/6

)

+
1
p

(
1− 1

p

)(
1− 1

p1/6

)−1(
1 +

2
p
− 2
p3/2

)]
·X5/6,

#{E ∈ E : |Δ(E)| < X} ∼ 1 +
√

3
60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)
·
∏
p≥5

(
1− 1

p10

)
X5/6.

(1)

We expect Theorem 1.1 to hold for all κ. Furthermore, since the abc conjecture implies that
for κ > 6 [Oes88], all but finitely many curves in E belong to Eκ, we expect these asymptotics
to also hold for the family E . We note that the Euler factors appearing in Theorem 1.1 arise
naturally from the densities of elliptic curves over Qp with fixed Kodaira symbol. These densities
are computed in Theorem 1.6.

Our next main result is on the distribution of ranks of elliptic curves in Esf . As in [BS15],
we study the ranks of these elliptic curves via their 2-Selmer groups. Recall that the 2-Selmer
group Sel2(E) of an elliptic curve E over Q is a finite 2-torsion group which fits into the exact
sequence

0→ E(Q)/2E(Q)→ Sel2(E)→XE [2]→ 0, (2)

where XE denotes the Tate–Shafarevich group of E. Our result regarding the 2-Selmer groups
of elliptic curves in Esf is as follows.

Theorem 1.2. When elliptic curves in Esf are ordered by their conductors, the average size of

their 2-Selmer groups is 3.

Theorem 1.2 has the following immediate corollary.

Corollary 1.3. When elliptic curves in E ∈ Esf are ordered by their conductors, their average

2-Selmer rank is at most 1.5; thus, their average rank is at most 1.5 and the average rank of

XE [2] is also at most 1.5.

Corollary 1.3 provides evidence for the widely held belief that the distribution of the ranks of
elliptic curves is the same regardless of whether the curves are ordered by height or conductor.
Moreover, as expected, the average size of the 2-Selmer groups of curves in Esf is the same
as the average over all elliptic curves ordered by height obtained in [BS15, Theorem 1.1]. We
remark that our methods are flexible enough to recover versions of Theorems 1.1 and 1.2 where
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the families Esf and Eκ are restricted so that the curves in them satisfy any large set of local
conditions. This result is stated in Theorem 7.1.

Uniformity estimates
The key new ingredients required for proving the main results are ‘uniformity estimates’ or ‘tail
estimates’. These are upper bounds on the number of elliptic curves in our families whose dis-
criminants are large compared to their conductors. For the proof of Theorem 1.2, we additionally
need bounds on the sum of the sizes of the 2-Selmer groups of elliptic curves in Esf with large
discriminant and small conductor. To this end, we prove the following result for the family Esf .

Theorem 1.4. For positive real numbers X and M , we have

#
{

(E, σ) : E ∈ Esf , C(E) < X,
Δ(E)
C(E)

> M,σ ∈ Sel2(E)
}
�ε

X5/6+ε

M1/6
.

We note that up to the power of Xε, this is expected to be the optimal bound.
For the family Eκ, we prove the following result.

Theorem 1.5. Let κ < 7/4 and δ > 1 be positive constants. Then there exists a positive

constant θ, depending only on δ and κ, such that for every X > 0, we have

#{E ∈ Eκ : C(E) < X, βE ≥ δ} �ε X
5/6−θ+ε.

Weaker versions of these uniformity estimates have been obtained previously. In [BS15,
Theorem 2.13], the authors bound the average number of 2-Selmer elements in elliptic curves E,
where the height H(E) is bounded and Δ(E) is divisible by the square of a large prime. These
estimates were used to obtain asymptotics on the number of elliptic curves with bounded height
and squarefree discriminant, as well as to compute the average size of the 2-Selmer groups of these
elliptic curves. In a different direction, Fouvry, Nair, and Tenenbaum [FNT92] prove bounds on
the number of elliptic curves E with large Szpiro constant βE , when these curves are ordered by
height or discriminant. Strikingly, they do not require any assumption bounding βE from above!
However, neither of these results in [BS15] or [FNT92] allows for the elliptic curves in question
to be ordered by conductor.

The main difficulty we face in proving Theorems 1.4 and 1.5 is that the heights and dis-
criminants of curves with bounded conductor can grow very rapidly. Indeed, the height (and
discriminant) of E ∈ Esf with C(E) = X can be as large as X2. As a consequence, the error term
arising from the use of the Ekedahl sieve, a key input in the uniformity estimates of [BS15], is
O(X4/3), which is much too large. Subsequent improvements to the Ekedahl sieve by Taniguchi
and Thorne [TT20], in which the sieve is combined with equidistribution methods, are also
insufficient for our purposes.

Our new methods, in addition to obtaining Theorems 1.4 and 1.5, also yield a significantly
stronger version of [BS15, Theorem 2.13], bounding the number of GL2(Z)-orbits on integral
binary quartic forms f with bounded height, such that the discriminant of f is divisible by the
square of a large prime. This result is stated as Theorem 6.5, and is proved in § 6, using as input
the results of § 4. This improvement has several applications. First, it is a necessary ingredient
to obtain a power-saving error term for the count of the average size of the 2-Selmer group of
elliptic curves when ordered by height. Second, as we prove in a forthcoming note, this improved
estimate leads to a proof of Lenstra’s conjecture [ABZ07, Conjecture 1.1] in the degree-4 case.
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Table 1. Local invariants of elliptic curves.

Kodaira symbol
of E Congruence condition Cp(E) Δp(E) Qp(E) Dp(E) Density

I0 p � Δ(f) 1 1 1 1 (p− 1)/p

In (n ≥ 1) p � a, p�n/2� | b, pn || c p pn p�n/2� pn (mod 2) (p− 1)2/pn+2

II p | a, p | b, p ‖ c p2 p2 1 p2 (p− 1)/p3

III p | a, p ‖ b, p2 | c p2 p3 p p (p− 1)/p4

IV p | a, p2 | b, p2 ‖ c p2 p4 p p2 (p− 1)/p5

I∗0 p | a, p2 | b, p3 | c, p7 � Δ(f) p2 p6 p3 1 (p− 1)/p6

I∗n (n ≥ 1) p ‖ a, p�n/2�+2 | b, pn+3 ‖ c p2 pn+6 p�n/2�+3 pn (mod 2) (p− 1)2/pn+7

IV∗ p2 | a, p3 | b, p4 ‖ c p2 p8 p3 p2 (p− 1)/p8

III∗ p2 | a, p3 ‖ b, p5 | c p2 p9 p4 p (p− 1)/p9

II∗ p2 | a, p4 | b, p5 ‖ c p2 p10 p4 p2 (p− 1)/p10

Outline of the proofs
We now describe the proofs of our main theorems. We study the ratios Δ(E)/C(E) of elliptic
curves E : y2 = f(x) in our families by considering the associated family of cubic rings Rf :=
Z[x]/f(x) and cubic algebras Kf := Q[x]/f(x) over Q. Let Of denote the ring of integers of Kf .
Then Rf is a suborder of Kf . Define the invariants

Q(E) := [Of : Rf ],

D(E) := Disc(Kf )

which satisfy the relation

Δ(E) = Disc(Rf ) = Q(E)2D(E).

For primes p, we let Cp(E), Δp(E), Qp(E), and Dp(E) denote the p-parts of C(E), Δ(E), Q(E),
and D(E), respectively. The local invariants Cp(E), Δp(E), Qp(E), and Dp(E) depend only
on the Kodaira symbol of E. The starting point of our proof is a determination of these local
invariants along with a computation of the density of elliptic curves over Qp with fixed Kodaira
symbol.

Theorem 1.6. Fix a prime p ≥ 5 and a Kodaira symbol T . Let E : y2 = f(x) be an elliptic

curve over Zp such that the Kodaira symbol of E is T . Then the local invariants of E are as

given in Table 1. Furthermore, there exists an element t ∈ Zp such that coefficients of f(x+ t) =
x3 + ax2 + bx+ c are as given in the second column of Table 1. Finally, the density of all elliptic

curves with Kodaira symbol T is as given in the last column.

These density computations are straightforward, and indeed many of them are implicit in
the work of Watkins [Wat08, § 3.2]. However, we include a proof since our use of a Ga-action on
the space of monic cubic polynomials simplifies the computations.

We use three different techniques to prove the estimates of Theorems 1.4 and 1.5. First, we
fix a prime p ≥ 5 and a Kodaira symbol T . The set of elliptic curves that have Kodaira symbol T
at p is cut out by certain congruence conditions S modulo q, some power of p. Working modulo q,
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we compute the Fourier transform of the characteristic function of S. An application of Poisson
summation then yields baseline estimates for the number of elliptic curves with bounded height
having Kodaira symbol T at p.

Our next two techniques average over primes p in a crucial way. Suppose that E : y2 = f(x)
is an elliptic curve in Esf such that the ratio Δ(E)/C(E) is large. Then for any prime p ≥ 5,
the Kodaira symbol of E at p is I0, I1, I2, II, or III. We prove that either the discriminant of
the algebra Kf is small, or the shape of the ring of integers Of of Kf is very skewed. The work
of Bhargava and Harron [BH16] proves that the shapes of rings of integers are equidistributed
in the family of cubic fields. Furthermore, the forthcoming thesis of Chiche-Lapierre [Chi19]
determines asymptotics for the number of cubic fields such that the shapes of their ring of
integers are constrained to lie within 0-density sets. Using ideas from these works, we prove
bounds on the number of possible cubic algebras Kf corresponding to elliptic curves in Esf with
bounded conductor, along with bounds on the average sizes of the 2-torsion subgroups Cl2(Kf )
of the class groups of Kf . In combination with the work of Brumer and Kramer [BK77], relating
the size of Sel2(E) to #Cl2(Kf ), we deduce Theorem 1.4.

One may view the smallness of the discriminant of Kf and the skewness of the ring of
integer Of above as archimedean constraints on the cubic algebra Kf which allowed us to obtain
enough savings to count elliptic curves in Esf and their 2-Selmer elements. However, primes p with
Kodaira symbol IV or In with n ≥ 3 do not impose any of these constraints as Dp(E) = Cp(E)
and Δp(E) is large. These reduction types do not appear for elliptic curves in Esf but they do for
the family Eκ. This is the main obstruction to obtaining 2-Selmer averages for the family Eκ.
These primes do impose p-adic conditions in the sense that p divides both the index Q(E) of Rf

in Of and the discriminant D(E) of Kf . To exploit this, we proceed as follows. The set of integer
monic traceless cubic polynomials f with p | Q(Ef ) embeds into the space of binary quartic forms
with a rational linear factor. This embedding σ is defined in (20). The group PGL2 acts on the
space of binary quartic forms, and the ring of invariants for this action is freely generated by
two polynomials I and J . Restricting to the space of reducible binary quartic forms gives an
additional invariant Q. Explicitly, if g(x, y) is a binary quartic form with coefficients in Q, and
g(α, β) = 0, then define

Q(g(x, y), [α : β]) =
g(x, y)
βx− αy (α, β).

This new invariant Q is an exact analogue of the Q-invariants used in [BSW16] to compute
the density of polynomials with squarefree polynomials. As there, for every fixed root [α : β] ∈
P1(Z), the discriminant polynomial on the space of integer binary quartic forms g with g(α, β)
is reducible, and in fact divisible by Q2. We also define

D(g(x, y), [α : β]) := Δ(g)/(Q(g(x, y), [α : β]))2.

Our embedding σ satisfies Q(E) = Q(σ(E)) and D(E) = D(σ(E)). Then the required esti-
mates on elliptic curves E ∈ Eκ with large Δ(E)/C(E) translate to estimates on the number
of PGL2(Z)-orbits on integral reducible binary quartic forms with bounded height and large
Q- and D-invariants. We prove the required estimates by fibering over roots, and then combining
geometry of numbers methods with the Ekedahl sieve.

This paper is organized as follows. In §§ 2 and 3 we work locally, one prime at a time.
Theorem 1.6 is proved in § 2, while the Fourier coefficients corresponding to a fixed Kodaira
symbol are computed in § 3. The computation of the Fourier coefficients is then used to obtain
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estimates (see Theorem 3.1) on curves with fixed Kodaira symbols at finitely many primes. We
prove bounds on the number of cubic fields K, weighted by |Cl2(K)|, in § 4, and obtain estimates
on the number of reducible integer binary quartic forms with large Q- and D-invariants in § 5.
The results of §§ 3–5 are combined in § 6 to prove the uniformity estimates Theorems 1.4 and
1.5. Finally, in § 7, we prove the main results, Theorems 1.1 and 1.2.

2. Reduction types of elliptic curves

Throughout this section we fix a prime p ≥ 5. Let U denote the space of monic cubic polynomials.
Then for any ring R, we have

U(R) = {x3 + ax2 + bx+ c : a, b, c ∈ R}.

We denote the space of traceless elements of U (i.e. a = 0 in the above equation) by U0. The
group Ga acts on U via (t · f)(x) = f(x+ t). Given any element f ∈ U(Zp), there exists a unique
element γ ∈ Zp such that f0(x) = (γ · f)(x) belongs to U0(Zp). Thus we may identify the quotient
space Zp\U(Zp) with U0(Zp). We denote the Euclidean measures on U(Zp) and U0(Zp) by dg =
da db dc and df = db dc, respectively, where da, db and dc are Haar measures on Zp normalized
so that Zp has volume 1. Then the change-of-measure formula for the bijection

Zp × U0(Zp)→ U(Zp)

(t, f(x)) �→ g(x) = (t · f)(x) = f(x+ t)
(3)

is dt df = dg, where dt is again the Haar measure on Zp normalized so that Zp has volume 1.
Given an element f(x) ∈ U(Zp) such that the discriminant Δ(f) is nonzero, we consider

the elliptic curve Ef over Qp with affine equation y2 = f(x). An element f(x) ∈ U(Zp) with
nonzero discriminant is said to be minimal if Δ(f) = Δ(Ef ). Equivalently, f(x) is minimal if
f0(x) = x3 +Ax+B, the unique element in U0(Zp) in the Zp-orbit of f , does not satisfy p4 | A
and p6 | B. Another equivalent condition is that the roots of f0(x) are not all multiples of p2.
We denote the set of minimal elements in U(Zp) by U(Zp)min, and denote U(Zp)min ∩ U0(Zp) by
U0(Zp)min. The map f �→ Ef is then a natural surjective map from Zp\U(Zp)min (equivalently
U0(Zp)min) to the set of isomorphism classes of elliptic curves over Qp.

The twisting-by-p map is a natural involution on the set of isomorphism classes of elliptic
curves over Qp. This yields a natural involution σ on Zp\U(Zp)min. If f ∈ U(Zp)min such that
f0(x) = x3 +Ax+B with p2 � A or p3 � B, then we say f is small , and in this case σ(f)0(x) =
σ(f0)(x) = x3 + p2Ax+ p3B. Otherwise, if f0(x) = x3 +Ax+B with p2 | A and p3 | B, then we
say f is large and in this case, σ(f)0(x) = σ(f0)(x) = x3 + p−2Ax+ p−3B. We have Δ(Eσ(f)) =
p6Δ(Ef ) if f is small and Δ(Eσ(f)) = p−6Δ(Ef ) otherwise. Let U(Zp)sm denote the set of small
elements f ∈ U(Zp).

Let E be an elliptic curve over Qp, and let X be a minimal proper regular model of E over
Zp. For brevity, we will say that T , the Kodaira symbol associated to the special fiber of X ,
is the Kodaira symbol of E. Define the index of E by ind(E) := Δ(E)/C(E). Then the index
of E is 1 if and only if the Kodaira symbol of E is I0 (when E has good reduction), I1, or
II. Given f ∈ U(Zp)min, we define the index of f to be ind(f) := ind(Ef ). We also define two
other invariants associated to elements f ∈ U(Zp)min. Let Kf denote the cubic étale algebra
Kf := Qp[x]/f(x), let Of denote the ring of integers of Kf , and let Rf denote the cubic ring
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Z[x]/f(x). We define

Qp(f) := [Of : Rf ],

Dp(f) := Disc(Kf ).

These quantities are clearly invariant under the action of Zp on U(Zp) and satisfy the equation

Δ(f) = Δ(Rf ) = Dp(f)Qp(f)2.

The following lemma will be used repeatedly in the proof of Theorem 1.6 to deduce
maximality of cubic rings.

Lemma 2.1. Let p be a prime. Let f(x) = ux3 + pax2 + pbx+ pc be a monic cubic polynomial

with a, b, c ∈ Zp and u ∈ Z×
p . Then the ring Rf = Zp[x]/(f(x)) is maximal in Kf = Qp[x]/(f(x))

if and only if p � c.

Proof. We may assume without loss of generality that u = 1. Under the Delone–Faddeev cor-
respondence, the ring Rf is isomorphic to the cubic ring associated to the binary cubic form
x3 + pax2y + pbxy2 + pcy3 using the normal basis {1, x, x2 + bx+ c}. The paragraph following
Lemma 13 in [BST13] then implies that Rf is nonmaximal if and only if there exists r ∈ Zp such
that p divides the linear coefficient of f(x+ r) and p2 divides the constant coefficient of f(x+ r).
Any such r with p dividing the constant coefficient of f(x+ r) must be in pZp, in which case
the linear coefficient of f(x+ r) is always divisible by p and the constant coefficient of f(x+ r)
is congruent to pc mod p2. Therefore, Rf is nonmaximal if and only if p | c. �

We now prove Theorem 1.6.

Proof of Theorem 1.6. Let f ∈ U(Zp)min. A direct computation shows that there always exists
t ∈ Zp such that t · f has coefficients satisfying the congruence conditions detailed in one of the
rows of column two of Table 1. We now assume that f satisfies one set of congruence conditions
detailed in column two of Table 1. Carrying out Tate’s algorithm (as detailed in [Sil94, pp.
366–368]) for each congruence type in column two verifies for us the first four columns of Table 1.
Finally, looking at f0 ∈ U0(Zp)min in the Zp-orbit of f yields that the Kodaira symbol of Ef is
In, II, III, or IV if and only if f ∈ U(Zp)sm.

It remains for us to verify the last three columns of Table 1. We will begin by verifying the
fifth and sixth column, leaving the density computation to Proposition 2.2. We first deal with
small elliptic curves, that is, when the associated Kodaira symbol is In, II, III, or IV. Without
loss of generality, we assume that f(x) satisfies the congruences in one of the rows of column
two (as mentioned above, we may do this by replacing f by a Zp-translate). The result is clear
if Ef has good reduction, which happens precisely when Δp(Ef ) = 1.

First assume that Ef has additive reduction, in which case Cp(E) = p2. Then the Kodaira
symbol of Ef is II, III, or IV. In the first case, Lemma 2.1 yields that Rf is indeed the maximal
order, thereby verifying the fifth and sixth columns for elliptic curves having Kodaira symbol
II. In the second case, Lemma 2.1 also yields that Rf is nonmaximal. As the discriminants
of Of and Rf differ by a perfect square, it follows that Qp(f) = Dp(f) = p, thereby verifying
the fifth and sixth columns for elliptic curves having Kodaira symbol III. In the third case, we
write a = pa1, b = p2b2, and c = p2c2, with p � c2. We see that Rf is a suborder of index p of
the maximal order O corresponding to the binary cubic form px3 + pax2y + pb2xy

2 + c2y
3 with
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Δp(O) = p2. Note the maximality of O follows from Lemma 2.1 applied to the polynomial g(x) =
c2x

3 + pb2x
2y + paxy2 + p as Rg  O. This confirms the fifth and sixth columns of Table 1 in

the case where Ef has additive reduction and f ∈ U(Zp)sm.
Next, assume that Ef has multiplicative reduction. In this case, f mod p has one simple

root (necessarily defined over Fp) and one root with multiplicity 2. Hensel’s lemma implies that
f(x) factors as a product of a linear polynomial 	(x) and a quadratic polynomial q(x) (we make
no assumptions about whether q(x) is reducible or not) over Zp. Therefore, Dp(f) must equal
either p or 1,2 depending on whether Δp(f) = n is odd or even. It follows that Df = pn (mod 2)

and Qp(f) = p�n/2�. We have now verified columns five and six for all small elliptic curves.
We now turn to large elliptic curves. Let E be a large elliptic curve over Zp. Let E′ denote

the twist of E by p. Then the Kodaira symbol of E′ is In, II, III, or IV, depending on whether
the Kodaira symbol of E is I∗n, IV∗, III∗, or II∗, respectively. Let y2 = f(x) be a model for E′,
where the coefficients of f(x) = x3 + ax2 + bx+ c satisfy the congruence conditions of Table 1.
Then y2 = g(x) = x3 + pax2 + p2bx+ p3c is a model for E. Furthermore, Kg = Kf and Rg has
index p3 in Rf . It follows that the local invariants of E are as in Table 1. Theorem 1.6 follows
the density computations in the following proposition. �

Proposition 2.2. The density of elliptic curves over Zp having a fixed Kodaira symbol is as in

Table 1.

Proof. Let T be a fixed Kodaira symbol. Let U(Zp)(T ) (respectively, U0(Zp)(T )) denote the set of
elements f ∈ U(Zp)min (respectively, f ∈ U0(Zp)min) such that Ef has Kodaira symbol T . Then
the density of elliptic curves with Kodaira symbol T is Vol(U0(Zp)(T )) = Vol(U(Zp)(T )), where
the equality holds since Zp · U0(Zp)(T ) = U(Zp)(T ) and the Jacobian change of variables of the
map (3) is 1.

We start with Kodaira symbol I0. The set U(Zp)(I0) consists of those f ∈ U(Zp) such that
f(x) (mod p) has three distinct roots in F̄p. Denote these roots by α1, α2, and α3. Either the αi

all belong to Fp, or α1 ∈ Fp and α2, α3 are a pair of conjugate elements in Fp2\Fp, or the αi are
conjugate elements in Fp3\Fp. Thus, we have

Vol(U(Zp)(I0)) =
p(p− 1)(p− 2)

6p3
+
p(p2 − p)

2p3
+
p3 − p
3p3

= 1− 1
p
,

as required.
Second, we consider the Kodaira symbol In for n ≥ 1. Suppose f(x) ∈ U(Zp)In . Then f(x)

has exactly one double root modulo p. We therefore have f(x) = g(x)(x− α), where g(x) has a
double root modulo p, and p � g(α). Clearly, we have Δp(g) = Δp(f) = pn, since Δp(Ef ) = pn. We
write the quadratic factor g(x) in unique form as g(x) = (x+ β)2 + γ. The discriminant condition
translates to pn ‖ γ, and the condition that p � g(α) translates to p � (α+ β). Therefore, every
element of U(Zp)In can be expressed uniquely in the form

((x+ β)2 + γ)(x− α) = x3 + (2β − α)x2 + (β2 − 2αβ + γ)x− αβ2 − αγ,

2 The étale Qp-algebra corresponding to f is a product of Qp and an étale quadratic Qp algebra. The latter has
discriminant p if it is a ramified quadratic extension of Qp, and is 1 otherwise.
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such that pn ‖ γ and p � (α+ β). The Jacobian change of variables for the map (α, β, γ) �→ (a, b, c)
is −2(α+ β)2 − 2γ, which is always a unit. Thus, we have

Vol(U(Zp)In) = Vol(pnZp\pn+1Zp)Vol({(α, β) ∈ Z2
p : p � (α+ β)})

= (p− 1)2/pn+2,

as required.
Third, we consider the Kodaira symbols II, III, and IV. If f ∈ U0(Zp) is such that the Kodaira

symbol of Ef is one of the three above, then f(x) = x3 +Ax+B has a triple root modulo p,
which implies that p divides A and B. By examining the second column of Table 1, we see that
the Kodaira symbol of Ef is II if and only if p | A and p ‖ B; III if and only if p ‖ A and p2 | B;
and IV if and only if p2 | A and p2 ‖ B. Hence the volumes of U0(Zp)(T ), for T = II, III, and IV,
are respectively (p− 1)/p3, (p− 1)/p4, and (p− 1)/p5, as required.

Finally, we turn to the large Kodaira symbols, that is, those corresponding to large elliptic
curves. Consider the map

σ : U(Zp)sm → U(Zp)

x3 + ax2 + bx+ c �→ x3 + pax2 + p2bx+ p3c.

Clearly, if S ⊂ U(Zp) is any measurable set, then Vol(σ(S)) = p−6Vol(S). Furthermore, we set
σ(In) = I∗n, σ(II) = IV∗, σ(III) = III∗, and σ(IV) = II∗. Then σ sends f of Kodaira symbol T to
σ(f) of Kodaira symbol σ(T ). Moreover, we have σ(t · f) = (pt) · σ(f). Hence we have

σ(U(Zp)(T )) = σ(Zp · U0(Zp)(T )) = (pZp) · σ(U0(Zp)(T )).

Fix any g ∈ U0(Zp)(σ(T )). There exists t ∈ Zp such that the coefficients of t · g are as in the
second column of Table 1. Hence there exists f ∈ U(Zp)(T ) with σ(f) = t · g. Then σ(f0) is Zp-
equivalent to g. Since σ(f0) and g both belong to U0(Zp), we must have σ(f0) = g. Hence we
have σ(U0(Zp)(T )) = U0(Zp)(σ(T )). Therefore, we have

Vol(U(Zp)(σ(T ))) = Vol(Zp · U0(Zp)(σ(T )))

= p ·Vol(pZp · U0(Zp)(σ(T )))

= p ·Vol(σ(U(Zp)(T )))

= p−5Vol(U(Zp)(T )).

This concludes the proof of Proposition 2.2, and thus of Theorem 1.6. �

Theorem 1.6 has the following immediate corollary, which will be useful in what follows.

Corollary 2.3. Let p ≥ 5 be a prime. The density of elliptic curves E over Qp with good,

multiplicative, or additive reduction, such that ind(E) = Δp(E)/Cp(E) = pk, is as given in

Table 2.

3. Fourier coefficients of polynomials with fixed Kodaira symbol

Let p ≥ 5 be a prime, and let U(Zp)min and U(Zp)sm be as in § 2. Recall that to each f(x) ∈
U(Zp)min we associate the Kodaira symbol of the elliptic curve Ef . By (the proof of) Theorem 1.6,
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Table 2. p-adic densities of elliptic curves with given index.

Good Multiplicative Additive
Index reduction reduction reduction Total

1 (p− 1)/p (p− 1)2/p3 (p− 1)/p3 (p2 − 1)/p2

p 0 (p− 1)2/p4 (p− 1)/p4 (p− 1)/p3

p2 0 (p− 1)2/p5 (p− 1)/p5 (p− 1)/p4

p3 0 (p− 1)2/p6 0 (p− 1)2/p6

p4 0 (p− 1)2/p7 (p− 1)/p6 (2p− 1)(p− 1)/p7

pk, k = 6, 7, 8 0 (p− 1)2/pk+3 (2p− 1)(p− 1)/pk+3 (3p− 2)(p− 1)/pk+3

pk, k = 5 or k ≥ 9 0 (p− 1)2/pk+3 (p− 1)2/pk+3 2(p− 1)2/pk+3

an element f(x) ∈ U(Zp)min belongs to U(Zp)sm and satisfies Δ(f) �= C(f) if and only if the
Kodaira symbol of f is III, IV, or In for n ≥ 2. Denote the set of polynomials f(x) ∈ U(Z) such
that f ∈ U(Zp)min for all primes p by U(Z)min. Given f(x) ∈ U(Z)min and a prime p, we say
that the Kodaira symbol of f at p is T , the Kodaira symbol of f(x) considered as an element in
U(Zp)min.

Let Σ be a set consisting of the following data: a finite set {p1, . . . , pk} of primes pi ≥ 5 along
with a Kodaira symbol T (pi) which is III, IV or In≥2 associated to each prime pi in the set.
We say f ∈ U(Z) has splitting type Σ if f has Kodaira symbol T (pi) at each prime pi in Σ. Let
U(Z)Σ denote the set of elements f ∈ U(Z) with splitting type Σ. Given such a collection Σ,
we define the constant Q(Σ) to be

∏
pi
pai

i , where ai = 1 if T (pi) is III or IV, and ai = �n/2� if
T (pi) is In. Note that if f ∈ U(Z)Σ, then Q(Σ) | Q(f). We define mT (Σ) to be the product of
all primes p such that T (p) = T . We also define modd(Σ) to be the product of all primes p in Σ
such that σ(p) = In for some odd integer n. Finally, we define ν(Σ) to be the product over the
primes p in Σ of the density ν(Tp), that is, the p-adic volume of the set of elements in U(Zp)min

having Kodaira symbol T (p).
Define the height function H on U(R) to be

H(x3 + ax2 + bx+ c) := max{|a|6, |b|3, |c|2}.
The goal of this section is to obtain a bound on the number of elements in U(Z) that have
bounded height and specified Kodaira symbols III, IV or In≥2 at finitely many primes. We prove
the following theorem.

Theorem 3.1. Let Σ be as above and, for every Kodaira symbol T , denote Q(Σ), modd(Σ), and

mT (Σ) by Q, modd, and mT , respectively. Then we have

#{f ∈ U(Z)Σ : H(f) < Y } �ε
Y

Q2mIIIm2
IVmodd

+
Qmodd

mIV
Y ε,

where the implied constant is independent of Y and Σ.

Theorem 3.1 will be used in § 6.2, where we sum over all possible reduction types such that
mIII, mIV, meven, modd, and Q belong to specified dyadic ranges, to prove Theorem 1.5.

This section is organized as follows. First, in § 3.1, we recall some preliminary results from
Fourier analysis. In particular, the ‘twisted Poisson summation’ formula of Proposition 3.2 will
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be our main tool in proving Theorem 3.1. Also, in (6), we determine how the action of Ga on U
changes the Fourier coefficients of functions. Next, in § 3.2, we compute the Fourier coefficients of
a slightly modified version of the characteristic functions of the set of monic polynomials having
Kodaira symbol T , for T = III, IV, and In≥2. Finally, in § 3.3, we use these computations and
the twisted Poisson summation formula to prove Theorem 3.1.

3.1 Preliminary results from Fourier analysis
We fix a positive integer N with (N, 6) = 1, and consider the space ̂U(Z/NZ) dual to U(Z/NZ).
We write elements χ ∈ ̂U(Z/NZ) as triples χ = (ǎ, b̌, č) ∈ (Z/NZ)3, and view χ as the character
given by

χ(x3 + ax2 + bx+ c) = e

(
ǎ · a+ b̌ · b+ č · c

N

)
, (4)

where e(x) := exp(2πix). Given a function φ : U(Z/NZ)→ C, we have the Fourier dual φ̂ :
̂U(Z/NZ)→ C defined to be

φ̂(χ) :=
∑

f∈U(Z/NZ)

φ(f)χ(f),

and Fourier inversion yields the equality

1
N3

∑
χ

φ̂(χ)χ(f) = φ(f).

The additive group Z/NZ acts on the space U(Z/NZ) via the action (r · f)(x) = f(x+ r).
Identifying U(Z/NZ) with the coefficient space (Z/NZ)3, we write the action explicitly:

r · (a, b, c) = ((a+ 3r), (b+ 2ra+ 3r2), (c+ rb+ r2a+ r3)).

Given a function φ : U(Z/NZ)→ C and an element r ∈ Z/NZ, we define r · φ : U(Z/NZ)→ C

to be (r · φ)(f) := φ((−r) · f). We also define an action of Z/NZ on ̂U(Z/NZ) by

r · χ := ((ǎ+ 2rb̌+ r2č), (b̌+ rč), č), (5)

for χ = (ǎ, b̌, č). Then we have

r̂ · φ(χ) =
∑

f

(r · φ)(f)χ(f) =
∑

f

φ((−r) · f)χ(f) =
∑

f

φ(f)χ(r · f)

=
∑

f=(a,b,c)

φ(f)e
(
ǎa+ b̌(b+ 2ra) + č(c+ rb+ r2a)

N

)
e

(
3ǎr + 3b̌r2 + čr3

N

)

= e

(
3ǎr + 3b̌r2 + čr3

N

) ∑
f=(a,b,c)

φ(f)e
(

(ǎ+ 2rb̌+ r2č)a+ (b̌+ rč)b+ čc

N

)

= Ψr(χ)φ̂(r · χ), (6)

where we set

Ψr(χ) := e

(
3ǎr + 3b̌r2 + čr3

N

)
.
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Note that if we identify elements χ = (ǎ, b̌, č) ∈ ̂U(Z/NZ) with binary quadratic forms

Pχ(x, y) := ǎx2 + 2b̌xy + čy2,

then the action of Z/NZ on ̂U(Z/NZ) in (5) corresponds exactly to the natural action

Pr·χ(x, y) = Pχ(x, y + rx).

We define Δ2(χ) = b̌2 − ǎč. Then Δ2 is invariant under the action of Z/NZ. Throughout the
rest of this section, we will thus identify the space ̂U(Z/NZ) with the space V2(Z/NZ), where
V2 = Sym2(2) is the space of binary quadratic forms with middle coefficient a multiple of 2.

Finally, we recall the following ‘twisted Poisson summation’.

Proposition 3.2. Let ψ : U(R)→ R denote a smooth function with bounded support. Let φ :
U(Z/NZ)→ R be any function. Then, for every positive real number Y , we have

∑
(a,b,c)∈U(Z)

ψ

(
a

Y 1/6
,

b

Y 1/3
,

c

Y 1/2

)
φ(a, b, c) =

Y

N3

∑
χ=(ǎ,b̌,č)∈Û(Z)

ψ̂

(
Y 1/6ǎ

N
,
Y 1/3b̌

N
,
Y 1/2č

N

)
φ̂(ǎ, b̌, č).

The ψ̂ on the right-hand side is the usual Fourier transform over R and so decays faster than

any polynomial.

Proof. Fix a complete set of representatives in U(Z) for the quotient map U(Z)→ U(Z/NZ). We
abuse notation and identify these representatives with the corresponding elements in U(Z/NZ).
Then ∑

(a,b,c)∈U(Z)

ψ

(
a

Y 1/6
,

b

Y 1/3
,

c

Y 1/2

)
φ(a, b, c)

=
∑

(a1,b1,c1)∈U(Z/NZ)

φ(a1, b1, c1)
∑

(a2,b2,c2)∈U(Z)

ψ

(
a1 +Na2

Y 1/6
,
b1 +Nb2

Y 1/3
,
c1 +Nc2

Y 1/2

)

=
∑

(a1,b1,c1)∈U(Z/NZ)

φ(a1, b1, c1)
Y 1/6

N
e

(
a1ǎ

N

)
Y 1/3

N
e

(
b1b̌

N

)
Y 1/2

N
e

(
c1č

N

)

×
∑

χ=(ǎ,b̌,č)∈Û(Z)

ψ̂

(
Y 1/6ǎ

N
,
Y 1/3b̌

N
,
Y 1/2č

N

)

=
Y

N3

∑
χ=(ǎ,b̌,č)∈Û(Z)

ψ̂

(
Y 1/6ǎ

N
,
Y 1/3b̌

N
,
Y 1/2č

N

)
φ̂(ǎ, b̌, č),

where the second equality follows from Poisson summation. �

3.2 Bounds on Fourier coefficients
Let p ≥ 5 be a fixed prime. The conditions imposed by the choice of Kodaira symbol T being
equal to III, IV or In≥2 are defined via congruence conditions modulo N = Np(T ), where N is
p2, p2 or pn, respectively. Hence, when we refer to an element f having one of the above Kodaira
symbols, we will be implicitly assuming that f belongs to U(Z/NZ), where N is the appropriate
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power of p. Naturally, in this context, we will also assume that elements χ belong to ̂U(Z/NZ),
and represent them as triplets (ǎ, b̌, č) ∈ (Z/NZ)3.

For a Kodaira symbol T ∈ {III, IV, I≥2}, we define the set S0(T ) to be

{x3 + ax2 + bx+ c : p | a; p | b, p2 | c} ⊂ U(Z/p2Z) if T = III,
{x3 + ax2 + bx+ c : p | a; p2 | b, p2 | c} ⊂ U(Z/p2Z) if T = IV,
{x3 + ax2 + bx+ c : pn | b, p2n | c} ⊂ U(Z/p2nZ) if T = I2n,

{x3 + ax2 + bx+ c : pn+1 | b, p2n+1 | c} ⊂ U(Z/p2n+1Z) if T = I2n+1.

From the second column of Table 1, it follows that every element having Kodaira symbol T
is contained within some Ga translate of S0(T ). Let Φ0,T denote the characteristic function of
S0(T ), and define the function ΦT by

ΦT =
∑

r∈Z/MZ

r · Φ0,T ,

where M = Mp(T ) is p if T = III, IV, pn if T = I2n, and pn+1 if T = I2n+1. The next lemma,
determining the Fourier transforms of the sets Φ0,T , follows quickly from the definitions.

Lemma 3.3. Let p ≥ 5 be a prime number. Let T be one of the three Kodaira symbols, and let

N = Np(T ) denote the appropriate power of p. For χ = (ǎ, b̌, č) ∈ ̂U(Z/NZ), we have

|Φ̂0,III(χ)| =
{
p2 if p | ǎ, p | b̌,
0 otherwise;

|Φ̂0,IV(χ)| =
{
p if p | ǎ,
0 otherwise;

|Φ̂0,I2n(χ)| =
{
p3n if p2n | ǎ, pn | b̌,
0 otherwise;

|Φ̂0,I2n+1(χ)| =
{
p3n+1 if p2n+1 | ǎ, pn | b̌,
0 otherwise.

As an immediate consequence, (6) yields the inequality

|Φ̂T (χ)| ≤ pkT rT (χ), (7)

where kT is 2, 1, 3n, or 3n+ 1 depending on whether T is III, IV, I2n, or I2n+1, respectively,
and rT (χ) is the number of r ∈ {0, . . . ,M − 1} such that (r · χ) belongs to the support of Φ̂0,T .
To bound Φ̂T (χ), it then remains to bound rT (χ).

Lemma 3.4. We have the following assertions.

1. Let T = III. Then rT (χ) = 0 unless p | Δ2(χ). In that case, rT (χ) = 1 if p � χ and rT (χ) = p

otherwise.

2. Let T = IV. Then rT (χ) ≤ 2 if p � χ and rT (χ) = p otherwise.

3. Let T = I2n. Then rT (χ) = 0 unless χ is Ga-equivalent to some element (0, pn+ib̌, pj č), for i

and j nonnegative integers and p � b̌č. Then rT (χ)� pmin(i,�j/2�).
4. Let T = I2n+1. Then rT (χ) = 0 unless χ is Ga-equivalent to some element (0, pn+ib̌, pj č), for

i and j nonnegative integers and p � b̌č. Then rT (χ)� pmin(i,�j/2	).

Proof. We prove the above lemma in the case where T = I2n. Assume that χ is Ga-equivalent
to (0, pn+ib̌, pj č), for i and j nonnegative integers and p � b̌č. Note that the entry pj č does not
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change under the Ga-action. Then, by definition, we have

rT (χ) = #{r ∈ Z/pnZ : pn | rpj , p2n | 2pn+irb̌+ r2pj č}.
Write r ∈ Z/pnZ as r = spk + pnZ with p � s. Then the condition on r translates to

pn | pj+k, p2n | (2b̌pn+i+k + sčpj+2k).

We consider two possible cases. First assume that p2n divides both 2b̌pn+i+k and sčpj+2k. Then we
have k ≥ max(n− i, n− �j/2�), which implies that there are pmin(i,�j/2�) choices for r. Otherwise,
we have n+ i+ k = j + 2k =: 	 < 2n, and p2n−� | 2b̌+ sč. In this case, s is determined modulo
p2n−�, which implies that there are pn−k−(2n−�) = p�−n−k choices for r. Note that 	− n− k = i.
Furthermore, we have j+ 2k =	 < 2n, from which it follows that 2(	− n−k) = 2j + 2k − 2n < j.
This proves the lemma in the case where T = I2n. The other three cases are similar, and we omit
the proof. �

3.3 Proof of Theorem 3.1
Let Σ be as before, that is, a finite set consisting of primes p ≥ 5 and a Kodaira symbol Tp = III,
IV, or In≥2 for each prime p in this set. For each prime p of Σ, set Np := Np(Tp) and set modd,p

to be p if Tp = I2n+1 and 1 otherwise. Set Qp to be the Q-invariant associated to Tp in Table 1.
We define the quantities N = N(Σ), Q = Q(Σ), and modd = modd(Σ) to be the product over all
primes p of Σ of Np, Qp, and mp, respectively. Note that N = Q2modd. Since Q2 divides Δ(f)
for any f with splitting type Σ, we may assume that Q and also N are bounded above by some
fixed power of Y .

Then elements with splitting type Σ are defined via congruence conditions modulo N . Let
φ : U(Z/NZ)→ R denote the characteristic function of elements with splitting type Σ. Let ψ :
U(R)→ R≥0 be a smooth compactly supported function such that ψ(f) = 1 for H(f) ≤ 1. We
have

#{f ∈ U(Z)Σ : H(f) < Y } ≤
∑

(a,b,c)∈U(Z)Σ

ψ

(
a

Y 1/6
,

b

Y 1/3
,

c

Y 1/2

)
φ(a, b, c)

=
Y

N3

∑
χ=(ǎ,b̌,č)∈Û(Z)

ψ̂

(
Y 1/6ǎ

N
,
Y 1/3b̌

N
,
Y 1/2č

N

)
φ̂(ǎ, b̌, č)

= S0 + Sǎč=0 + SΔ2=0 + S
=0, (8)

where S0 is the contribution of the term χ = 0, Sǎč=0 is the contribution from the nonzero terms
χ with ǎč = 0, SΔ2=0 is the contribution from nonzero terms χ with Δ2(χ) = 0, and S
=0 is the
contribution from the terms χ with ǎčΔ2(χ) �= 0. We bound each of these quantities in turn.

To begin with, since φ̂(0)/N3 = ν(Σ) and ψ is compactly supported, we have

S0 =
Y

N3
ψ̂(0)φ̂(0)� ν(Σ)Y � Y

Q2mIIIm2
IVmodd

, (9)

by Table 1. To bound Sǎč=0, SΔ2=0 and S
=0, we have the following immediate consequence of
(7) and Lemma 3.4.

Corollary 3.5. With notation as above, let χ = (ǎ, b̌, č) ∈ Û(Z) with φ̂(χ) �= 0. Let A be the

largest divisor of mIIImIV dividing ǎ, b̌ and č. For each prime p with Tp = I2n or Tp = I2n+1 for
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some n ≥ 1, let kp be the nonnegative integer with p2n+kp || Δ2(χ). Then

φ̂(χ)� Am2
IIImIV

∏
Tp=I2n

p3n+kp/2
∏

Tp=I2n+1

p3n+1+kp/2. (10)

Since ψ̂ decays faster than any polynomial, it suffices to consider characters χ = (ǎ, b̌, č) such
that

ǎ� N1+ε/Y 1/6, b̌� N1+ε/Y 1/3, č� N1+ε/Y 1/2.

We consider Sǎč=0 first. Fix a divisor A of mIIImIV and a nonnegative integer kp for every prime
p with Tp = I≥2. The number of characters χ = (0, b̌, č) such that A is the largest divisor of
mIIImIV dividing χ and mIIImIV | Δ2(χ) and p2n+kp || Δ2(χ) for every prime p with Tp = I2n or
Tp = T2n+1 is

�ε
N1+ε

mIIImIVY 1/3

N1+ε

AY 1/2

∏
Tp=I2n or I2n+1

p−n−kp/2.

The number of choices for A and the kp is � Y ε. Combining with the bound (10), we have

Y

N3

∑
b̌�N1+ε/Y 1/3

č�N1+ε/Y 1/2

φ̂(0, b̌, č)�ε
Y 1/6+ε

N
mIII

∏
Tp=I2n

p2n
∏

Tp=I2n+1

p2n+1 =
Y 1/6+ε

mIIIm2
IV

.

To bound the sum of φ̂(ǎ, b̌, 0), we need a slight refinement. Fix again a divisor A of mIIImIV and
a nonnegative integer 	p for every prime p with Tp = I≥2. Suppose χ = (ǎ, b̌, 0) with pn+�p || b̌
for every prime p with Tp = I2n or Tp = T2n+1. In order for Φ̂Tp(χ) �= 0 at these primes p, we
need also pn+�p | ǎ by Lemma 3.4. If we further require that A is the largest divisor of mIIImIV

dividing χ and mIIImIV | Δ2(χ), then the number of such χ is

�ε
N1+ε

AY 1/6

N1+ε

mIIImIVY 1/3

∏
Tp=I2n or I2n+1

p−2n−2�p ,

and for any such χ, we have

φ̂(χ)� Am2
IIImIV

∏
Tp=I2n

p3n+�p
∏

Tp=I2n+1

p3n+1+�p .

Combining these two bounds gives

Y

N3

∑
ǎ�N1+ε/Y 1/6

b̌�N1+ε/Y 1/3

φ̂(ǎ, b̌, 0)�ε
Y 1/2+ε

N
mIII

∏
Tp=I2n

pn
∏

Tp=I2n+1

pn+1 =
Y 1/2+ε

QmIV
.

Hence, we have

Sǎč=0 �ε
Y 1/6+ε

mIIIm2
IV

+
Y 1/2+ε

QmIV
. (11)

Next, we consider SΔ2=0. Let χ = (ǎ, b̌, č) ∈ Û(Z) with Δ2(χ) = 0. Fix a divisor A of mIIImIV

and nonnegative integers 	p for each prime p with Tp = I≥2. Suppose A is the largest divisor of
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mIIImIV dividing χ and p�p || č for all p with Tp = I≥2. Then, similar to the case of φ̂(ǎ, b̌, 0), we
also need p�p | ǎ in order that Φ̂Tp(χ) �= 0. As b̌2 = ǎč, it follows that p�p | b̌, in which case

φ̂(χ)� Am2
IIImIV

∏
Tp=I2n

p3n+��p/2	 ∏
Tp=T2n+1

p3n+1+��p/2	.

Once we fix b̌, the number of choices for pairs (ǎ, č) such that b̌2 = ǎč is � N ε. Therefore the
number of such characters χ is

�ε
N1+ε

AY 1/3

∏
Tp=I2n or I2n+1

p−�p .

Combining these two bounds gives

SΔ2=0 �ε
Y 2/3+ε

N2
m2

IIImIV

∏
Tp=I2n

p3n
∏

Tp=T2n+1

p3n+1 =
Y 2/3+ε

QmoddmIIIm2
IV

. (12)

Finally, we turn to S
=0. Once again, we fix a divisor A of mIIImIV and a nonnegative integer
kp for each prime p with Tp = I≥2. The number of characters χ = (ǎ, b̌, č) such that A is the
largest divisor of mIIImIV dividing χ, mIIImIV | Δ2(χ), and p2n+kp || Δ2(χ) for any prime p with
Tp = I2n or Tp = T2n+1 is

�ε Y
ε N

1+ε

AY 1/3

N2+ε

mIIImIVY 2/3

∏
Tp=I2n or I2n+1

p−2n−kp .

Indeed, the above bounds the number of pairs (b̌,Δ2(χ)) satisfying the desired divisibility con-
ditions, and given b̌ and Δ2(χ), there are Y ε choices for ǎ and č. Combining with (10) then
gives

S 
=0 �ε Y
εmIII

∏
Tp=I2n

pn
∏

Tp=I2n+1

pn+1 =
Qmodd

mIV
Y ε. (13)

Theorem 3.1 now follows from (8), (9), (11)–(13), and the inequality of arithmetic and
geometric means.

4. The family of cubic fields with prescribed shapes

A cubic ring is a commutative ring with unit that is free of rank 3 as a Z-module. Given a cubic
ring R, the trace Tr(α) of an element α ∈ R is the trace of the linear map ×α : R→ R. The
discriminant Disc(R) of R is then the determinant of the bilinear pairing

R×R→ Z, (α, β) := Tr(αβ).

Given a nondegenerate cubic ring R, that is, a cubic ring R with nonzero discriminant, we then
consider the cubic étale algebras R⊗Q over Q and R⊗ R over R. There are two possibilities
for R⊗ R, namely, R3 and R⊕ C. We have R⊗ R ∼= R3 when Disc(R) > 0 (equivalently, when
the signature of R⊗Q is (3, 0)) and R⊗ R ∼= R⊕ C when Disc(R) < 0 (equivalently, when the
signature of R⊗Q is (1, 2)).

The ring R embeds as a lattice into R⊗ R with covolume
√

Disc(R). As regarded as this
lattice, the element 1 ∈ R is part of any Minkowski basis, and so the first of the successive minima
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of R is simply 1. Let 	1(R) ≤ 	2(R) denote the other two successive minima of R. We define the
skewness of R by

sk(R) := 	2(R)/	1(R).

Given a field K, we denote the ring of integers of K by OK , and the class group of K by
Cl(K). For positive real numbers X and Z, let R±

3 (X,Z) denote the set of cubic fields K that
satisfy the following two bounds: X ≤ ±Disc(OK) < 2X and sk(OK) > Z. Set R3(X,Z) to be
the union R+

3 (X,Z) ∪R−
3 (X,Z). In this section, we prove the following result.

Theorem 4.1. Let X and Z be positive real numbers. Then∑
K∈R3(X,Z)

|Cl(K)[2]| � X/Z,

where the implied constants are independent of X and Z.

This section is organized as follows. In § 4.1 we recall the parametrization of cubic rings
and of 2-torsion elements in the class groups of cubic rings, in terms of integral orbits for
the action of GL2(Z) on Sym3(Z2) and of GL2(Z)× SL3(Z) on Z2 ⊗ Sym2(Z3), respectively. In
§§ 4.2 and 4.3, we then prove Theorem 4.1 using these parametrizations in conjunction with
geometry-of-numbers methods.

4.1 The parametrization of cubic rings and the 2-torsion in their class groups
In this section, we recall two parametrizations: first, the parametrization of cubic rings, due
to Levi [Lev14], Delone and Faddeev [DF40] and Gan, Gross, and Savin [GGS02]; and second,
Bhargava’s parametrization [Bha04] of elements in the 2-torsion subgroups of cubic rings. Let
V3 = Sym3(2) denote the space of binary cubic forms. We consider the twisted action of GL2 on
V3 given by

(γ · f)(x, y) :=
1

det γ
f((x, y) · γ),

for γ ∈ GL2 and f(x, y) ∈ V3. Then we have the following result.

Theorem 4.2 [Lev14, DF40, GGS02]. There is a natural bijection between the set of GL2(Z)-
orbits on V3(Z) and the set of cubic rings.

We collect some well-known facts about the above bijection (for proofs and a more detailed
discussion, see [BST13, § 2]). For an integral binary cubic form f , we denote the corresponding
cubic ring by Rf . The bijection is discriminant preserving, that is, we have Δ(f) = Disc(Rf ). The
ring Rf is an integral domain if and only if f is irreducible over Q. The group of automorphisms
of Rf is isomorphic to the stabilizer of f in GL2(Z).

The bijection of Theorem 4.2 can be explicitly described as follows. Given a cubic ring R,
consider the map R/Z→ ∧2(R/Z) ∼= Z given by r �→ r ∧ r2. This map is easily seen to be a
cubic map and gives the binary cubic form corresponding to R. In fact, this map yields the finer
bijection

V3(Z)←→ {(R,ω, θ)}, (14)

where R is a cubic ring and 〈ω, θ〉 is a basis for the two-dimensional Z-module R/Z. More explic-
itly, if f(x, y) = ax3 + bx2y + cxy2 + dy3 with a �= 0, then R is the cubic subring of Q[x]/(f(x, 1))
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with Z-basis {1, ω, θ} where ω = ax and θ = ax2 + bx+ c. Conversely, the integral binary cubic
form corresponding to (R,ω, θ) is f(x, y), where

(xω + yθ) ∧ (xω + yθ)2 = f(x, y)(ω ∧ θ). (15)

It is easily seen that the actions of GL2(Z) on V3(Z) and on the set of triples (R,ω, θ) agree. Here
the latter action is given simply by the natural action of GL2(Z) on the basis {ω, θ} of R/Z.

Let f be an integral binary cubic form, and let (R,ω, θ) be the corresponding triple. Fix an
element α = n+ aω + bθ of R, where n, a, and b are integers and (a, b) �= (0, 0). The ring Z[α]
is a subring of R having finite index denoted ind(α). It follows from (15) that we have

ind(α) = f(a, b). (16)

Clearly ind(α) = ind(α+ n) for n ∈ Z. Finally, we note that the bijections of Theorem 4.2 and
(15) continue to hold if Z is replaced by any principal ideal domain [BSW15, Theorem 5].

Next, we describe the parametrization of 2-torsion ideals in the class groups of cubic rings.
Let W denote the space 2⊗ Sym2(3) of pairs of ternary quadratic forms. For a ring S, we write
elements (A,B) ∈W (S) as a pair of 3× 3 symmetric matrices with coefficients in S. The group
G2,3 = GL2 × SL3 acts on W via the action (γ2, γ3) · (A,B) := (γ3Aγ

t
3, γ3Bγ

t
3)γ

t
2. We have the

resolvent map from W to V3 given by

W → V3

(A,B) �→ det(Ax+By).

The resolvent map respects the group actions on W and V3: we have

Res((γ2, γ3) · (A,B)) = (det γ2)(γ2 · Res(A,B)). (17)

The following result parametrizing 2-torsion ideals in cubic rings is due to Bhargava [Bha04,
Theorem 4].

Theorem 4.3 [Bha04]. There is a bijection between GL2(Z)× SL3(Z)-orbits on W (Z) and

equivalence classes of triples (R, I, δ), where R is a cubic ring, I ⊂ R is an ideal of R having rank 3
as a Z-module, and δ is an invertible element of R⊗Q such that I2 ⊂ (δ) and N(I)2 = N(δ).
Here two triples (R, I, δ) and (R′, I ′, δ′) are equivalent if there exist an isomorphism φ : R→ R′

and an element κ ∈ R⊗Q such that I ′ = φ(κI) and δ′ = φ(κ2δ). Moreover, the ring R of the

triple corresponding to a pair (A,B) is the cubic ring corresponding to Res(A,B) under the

Delone–Faddeev parametrization.

When R = Rf is the maximal order in a cubic field K, the above result gives a bijection
between the set of GL2(Z)× SL3(Z)-orbits on the set of pairs (A,B) ∈W (Z) with resolvent f ,
and the set of equivalence classes of pairs (I, δ), where I is an ideal of R, δ ∈ K, and I2 = (δ).
The latter set is termed the 2-Selmer group

1→ R×/(R×)2 → Sel2(K)→ Cl(K)[2]→ 1,

where R× denotes the unit group of K.
We will use the two parametrizations above to count cubic fields with bounded discriminants

and skewed rings of integers in § 4.2 and then to count their 2-Selmer groups in § 4.3 from which
Theorem 4.1 follows.
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4.2 The number of cubic fields with bounded discriminants and skewed rings of
integers
The goal of this subsection is to prove the following result.

Proposition 4.4. Let X and Z be positive real numbers. There exists some constant C such

that R±
3 (X,Z) is empty if Z > CX1/6. Otherwise |R±

3 (X,Z)| = O(X/Z).

For any subset S of V3(R), let S± denote the set of elements f such that ±Δ(f) > 0. Then
V3(R)+ (respectively, V3(R)−) consists of a single GL2(R)-orbit and corresponds to the cubic
algebra R3 (respectively, R⊕ C). We denote this cubic R-algebra by R±. Let F2 denote Gauss’s
fundamental domain for the action of GL2(Z) on GL2(R). We write elements of GL2(R) in
Iwasawa coordinates, in which case we have

F2 = {nαkλ : n ∈ N ′(t), α(t) ∈ A′, k ∈ K,λ ∈ Λ},
where

N ′(t) =
{(

1
u 1

)
: u ∈ ν(t)

}
, A′ =

{(
t−1

t

)
: t ≥ 4

√
3/
√

2
}
,

Λ =
{(

λ

λ

)
: λ > 0

}
,

(18)

and K is as usual the (compact) real orthogonal group SO2(R); here ν(t) is a union of one or
two subintervals of [−1

2 ,
1
2 ] depending only on the value of t. Elements nα(t)kλ are expressed in

their Iwasawa coordinates as (n, t, λ, k). Fix compact sets B± ⊂ V3(R)± that are closures of open
bounded sets. Then, for every point v ∈ B±, the set F2 · v, viewed as a multiset, is a cover of a
fundamental domain for the action of GL2(Z) on V3(R)± of absolutely bounded degree. Recall
that for a cubic ring R, its skewness sk(R) is defined to be the quotient 	2(R)/	1(R) where
1, 	1(R), 	2(R) are the successive minima of R, regarded as a lattice inside R⊗ R. We have the
following lemma.

Lemma 4.5. Let v ∈ B± be any binary cubic form. Let γ = (n, t, λ, k) ∈ F2 be such that f =
γ · v is an integral binary cubic form. Then we have

sk(Rf ) � t2,
where Rf denotes the cubic ring corresponding to f .

Proof. Every binary cubic form v in V3(R)± gives rise to the cubic algebra R±, where R+ ∼= R3

and R− ∼= C⊕ R, along with elements αv and βv such that 〈1, αv, βv〉 form a basis for R±.
Furthermore, the lattice spanned by 1, αv, and βv has covolume

√|Δ(v)|. Since B± is compact,
it follows that we have |αv| � 1 and |βv| � 1 for v ∈ B±. Additionally, the action of GL2(R) on
V3(R) agrees with the action of GL2(R) on pairs (αv, βv) by linear change of variables. That is,
we have (αγ·v, βγ·v) = γ · (αv, βv).

Let f = γ · v be an integral binary cubic form as in the statement of the lemma. Since
γ ∈ F2, it follows that |αf | � λt−1 and |βf | � λt. As a consequence, |αf | · |βf | �

√
Disc(f). Hence

the successive minima of Rf are, up to a bounded multiplicative constant, 1, |αf |, and |βf |
(see, for example, [EK95, Lemma 2.2]). Therefore, we have 	2(Rf )/	1(Rf ) � |βf |/|αf | � t2 as
necessary. �
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Next, we have the following lemma, due to Davenport [Dav51], that estimates the number
of lattice points within regions of Euclidean space.

Proposition 4.6 [Dav51]. LetR be a bounded, semi-algebraic multiset in Rn having maximum

multiplicity m, and that is defined by at most k polynomial inequalities each having degree at

most 	. Then the number of integral lattice points (counted with multiplicity) contained in the

region R is

Vol(R) +O(max{Vol(R̄), 1}),
where Vol(R̄) denotes the greatest d-dimensional volume of any projection ofR onto a coordinate

subspace obtained by equating n− d coordinates to zero, where d takes all values from 1 to n− 1.

The implied constant in the second summand depends only on n, m, k, and 	.

We are now ready to prove Proposition 4.4.

Proof of Proposition 4.4. A general version of the first claim of the proposition, applying to
number fields of all degrees, is obtained in [BST+17, Theorem 3.1], and further generalizations
are proved in [Chi19]. For completeness, we include a proof for our case below. Let K be a cubic
field whose ring of integers OK belongs to R±

3 (X,Z), and let 〈1, α, β〉 be a Minkowski basis for
OK with |α| ≤ |β|. Consider the ring Z[α] which is a suborder of OK . We have

X1/2 �
√

Disc(OK)�
√

Disc(Z[α])� |α|3,

and it follows that |α| � X1/6. Since |α||β| � X1/2, we have Z = |β|/|α| � X1/2/X2/6 = X1/6

and the first claim of the proposition follows.
We now estimate |R±

3 (X,Z)| under the assumption that Z � X1/6 following the setup of
[BST13, § 5]. Let v be an element of the compact set B±. If (n, t, γ, k) · v corresponds to a cubic
ring R with X ≤ Disc(R) < 2X and sk(R) > Z, then it follows that λ � X1/4 and t� Z1/2,
respectively, where the latter fact follows from Lemma 4.5. Hence we have

|R±
3 (X,Z)| ≤

∫
g=(n,t,λ,k)∈F2

λ�X1/4

tZ1/2

#{g ·B± ∩ V3(Z)irr} dg

≤
∫

g=(n,t,λ,k)∈F2

λ�X1/4

Z1/2�t�X1/12

#{g ·B± ∩ V3(Z)} dg,

where the second inequality follows from the observation that if t� X1/12, then every element
f(x, y) in g ·B± has x3-coefficient less than 1 in absolute value. Therefore no such integral
element f(x, y) can be irreducible since its x3-coefficient must be 0. Applying Proposition 4.6 on
the set g ·B±, we obtain

|R±
3 (X,Z)| �

∫
λ�X1/4

∫
Z1/2�t�X1/12

(λ4 + λ3t3)t−2 d×t d×λ

� X

Z
+X5/6 � X

Z
,

since Z � X1/6. The proposition follows. �
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Large families of elliptic curves ordered by conductor

We end this subsection with a counting result on the number of primitive algebraic integers
in a cubic field of bounded size to be used in § 6.1. We say an element α in a ring R is primitive
if α �= nβ for any β ∈ R and any integer n ≥ 2. We use the superscript Tr = 0 to denote the
subset of elements of trace 0.

Lemma 4.7. Let K be a cubic field with discriminant D. For any real number Y > 0, let NK(Y )
denote the number of primitive elements α ∈ OTr=0

K with |α| < Y . Then

NK(Y ) ≤

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 if Y < 	1(K),

1 if 	1(K) ≤ Y < 	2(K),
Y 2

√
D

+O

(
Y

	1(K)

)
if 	2(K) ≤ Y.

(19)

Note that if 	2(K) ≤ Y , then Y/	1(K)� Y 2/
√
D and so we simply have NK(Y )� Y 2/

√
D,

which is the best possible bound in this case.

Proof. The first two lines of (19) are clearly true. In fact, they are equalities. The final claim
follows from Proposition 4.6 by replacing NK(Y ) by the overcount where we count all (not merely
primitive) traceless elements α ∈ OK , since OTr=0

K considered as a lattice inside (K ⊗ R)Tr=0 has
covolume

√
D. �

4.3 The 2-torsion subgroups in the class groups of cubic fields
Let K be a cubic field, and let f ∈ V3(Z) be the binary cubic form corresponding to OK , the
ring of integers of K. A consequence of Theorem 4.3 is that the set of 2-torsion elements in the
class group of K injects into the set of SL3(Z)-orbits on the elements (A,B) ∈W (Z) satisfying
Res(A,B) = f .

Choose Iwasawa coordinates (n, t, λ, k2) for GL2(R) as in the previous subsection and
(u, s1, s2, k3) for SL3(R) as in [Bha05, § 2.1]. A Haar measure for SL3(R) in these coordinates is
s−6
1 s−6

2 dudk3d
×s1d×s2. Let F3 denote a fundamental domain for the action of SL3(Z) on SL3(R),

such that F3 is contained within a standard Seigel domain in SL3(R). Then F2,3 := F2 ×F3 is
a fundamental domain for the action of G2,3(Z) on G2,3(R). There are four G2,3(R)-orbits hav-
ing nonzero discriminant on W (R), and we denote them by W (R)(i), 1 ≤ i ≤ 4. For each i, let
Bi ⊂W (R)(i) be compact sets, which are closures of open sets, such that Res(Bi) ⊂ B+ ∪B−,
where B+ and B− are as in the previous subsection. For each element w ∈ Bi, the set F2,3 · w is
a cover of a fundamental domain for the action of G2,3(Z) on W (R)(i). Let B denote the union
of the Bi.

Next, let W (Z)irr denote the set of elements (A,B) ∈W (Z) such that the resolvent of (A,B)
corresponds to an integral domain, and such that A and B have no common root in P2(Q).
Elements in W (Z) that are not in W (Z)irr are said to be reducible. Given a reducible element w
with resolvent f , either Rf is not an integral domain or w corresponds to the identity element
in the class group of Rf . We now have the following lemmas.

Lemma 4.8. Let g = (g2, g3) be an element in F2,3, where g2 = (n, t, k2, λ) ∈ F2 and g3 ∈ F3.

Let (A,B) be an integral element in g · B such that Res(A,B) = f . Then we have

Δ(f) � λ12, sk(Rf ) � t2.
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Proof. The lemma follows immediately from (17) in conjunction with Lemma 4.5 and the fact
that Δ is a degree-4 homogeneous polynomial in the coefficients of V3. �

Lemma 4.9. Let (A,B) be an element in W (Z). Denote the coefficients of A and B by aij and

bij , respectively. If det(A) = 0 or a11 = b11 = 0, then (A,B) is reducible.

Proof. If det(A) = 0, then the cubic resolvent of (A,B) has x3-coefficient 0, implying that (A,B)
is reducible. If a11 = b11 = 0 then A and B have a common zero in P2(Q), implying that (A,B)
corresponds to the identity element in the class group of Rf . �

We are now ready to prove the second claim of Theorem 4.1.

Proof of Theorem 4.1. We follow the setup and methods of [Bha05]. To begin with, averaging
over w ∈ B as in [Bha05, (6) and (8)], we obtain

∑
K∈R±

3 (X,Z)

(|Cl(K)[2]| − 1)

�
∫

g∈F2,3

|{w ∈ g · B ∩W (Z)irr : KRes(w) ∈ R3(X,Z)}| dg

�
∫

s1,s2,t1
|{w ∈ ((λ, t), (s1, s2)) · B ∩W (Z)irr : KRes(w) ∈ R3(X,Z)}|d

×λ d×t d×s1 d×s2
t2s61s

6
2

,

where Kf denotes the algebra Q⊗Rf for an integral binary cubic form f .
The action of an element ((λ, t), (s1, s2)) ∈ F2,3 on W (R) multiplies each coordinate cij of

W by a factor which we denote by w(cij). For example, we have w(a11) = λt−1s−4
1 s−2

2 . The
volume of B is some positive constant, and when B is translated by an element ((λ, t), (s1, s2)),
the volume is multiplied by a factor of λ12, the product of w(cij) over all the coordinates cij .
Furthermore, the maximum of the volumes of the projections of ((λ, t), (s1, s2)) · B is

�
∏

cij∈S

w(cij) =
∏

cij 
∈S

λ12w(cij),

where S denotes the set of coordinates cij of W (R) such that the length of the projection of
((λ, t), (s1, s2)) · B onto the cij-coordinate is at least � 1.

For the set ((λ, t), (s1, s2)) · B ∩W (Z)irr to be empty, it is necessary that the projection of
B′ := ((λ, t), (s1, s2)) · B onto the b11-coordinate is � 1. Otherwise, every integral element of B′
has a11 = b11 = 0, and is hence reducible by Lemma 4.9. Similarly, the projections of B′ onto
the a13- and a22-coordinates are also � 1 (since otherwise every integral element (A,B) of B′
satisfies det(A) = 0). Finally, for B′ ∩W (Z) to contain an element whose resolvent cubic form
corresponds to a field inR3(X,Z), we must have λ � X1/12 and Z1/2 � t� X1/2 by Lemma 4.8.
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Large families of elliptic curves ordered by conductor

Therefore, applying Proposition 4.6 to the sets ((λ, t), (s1, s2)) · B, we obtain∑
K∈R±

3 (X,Z)

(|Cl(K)[2]| − 1)

�
∫

λ,t,s1,s2

λ�X1/12

Z1/2�t�X1/12

S1,s21

(λ12(1 + w(a11)−1 + w(a11a12)−1)
d×λ d×t d×s1 d×s2

t2s61s
6
2

�
∫

λ,t,s1,s2

λ�X1/12

Z1/2�t�X1/12

S1,s21

(λ12 + s41s
2
2tλ

11 + s41s
4
2t

2λ10)
d×λ d×t d×s1 d×s2

t2s61s
6
2

� X/Z +X11/12/Z1/2 +X5/6+ε,

which is sufficient since Z � X1/6. Theorem 4.1 now follows from this bound and Proposition 4.4.
�

5. Embedding into the space of binary quartic forms

Recall that U0(Z) denotes the set of monic cubic polynomials with zero x2-coefficient, and
U0(Z)sm = U0(Z) ∩⋂

pU0(Zp)sm denotes the set of elements f(x) ∈ U0(Z) such that the elliptic
curve y2 = f(x) has minimal discriminant among all its quadratic twists. We define the height
function H : U0(Z)→ R≥0 by

H(x3 +Ax+B) = max{4|A|3, 27B2}.
For f(x) ∈ U0(Z), we write Kf = Q[x]/(f(x)), Rf = Z[x]/(f(x)), and let Of denote the maximal
order in Kf . The Q-invariant Q(f) of f is defined as the index of Rf in Of , and D(f) is defined
to be the discriminant of Kf . Observe from Table 1 that for primes p of type III, IV and I2n+1,
we have p | Q(f) and p | D(f). Note also gcd(Q(f), D(f)) is squarefree.

In this section we obtain a bound on the number of elements f ∈ U0(Z)sm, having bounded
height, such that both Q(f) and gcd(Q(f), D(f)) are large.

Theorem 5.1. Let Q and q be positive real numbers with Q ≥ q. Let NQ,q(Y ) denote the

number of elements f(x) ∈ U0(Z)sm such that H(f) < Y , |Q(f)| > Q, and gcd(Q(f), D(f)) > q.

Then

NQ,q(Y )�ε
Y 5/6+ε

qQ
+
Y 7/12+ε

Q1/2
,

where the implied constant is independent of Q, q, and Y .

This section is organized as follows. First, in § 5.1, we collect classical results on the invariant
theory of the action of PGL2 on the space V4 of binary quartic forms, and summarize the
reduction theory of binary quartics developed in [BS15]. Next, in § 5.2, we restrict to the space
V4(Z)red of binary quartic forms with a linear factor. We develop the invariant theory for the
action of PGL2 on this space, and construct an embedding U0(Z)sm → V4(Z)red.

In §§ 5.3–5.5, we estimate the number of PGL2(Z)-orbits on elements in V4(Z)red with
bounded height and large Q-invariant and whose Q- and D-invariants have a large common
factor. We do this by fibering the space V4(Z)red by their roots in P1(Z). Given an element
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r ∈ P1(Z), the set of elements in V4(Z) that vanish on r is a lattice Lr. We then count the
number of elements in Lr, using the Ekedahl sieve to exploit the condition that gcd(Q,D) is
large.

5.1 The action of PGL2 on the space V4 of binary quartic forms
Let V4 denote the space of binary quartic forms. The group PGL2 acts on V4 as follows. Given
γ ∈ GL2 and g(x, y) ∈ V4, define

(γ · g)(x, y) :=
1

(det γ)2
g((x, y) · γ).

It is easy to check that the center of GL2 acts trivially. Hence this action of GL2 on V4 descends
to an action of PGL2 on V4.

The ring of invariants for the action of PGL2(C) on V4(C) is freely generated by two elements,
traditionally denoted by I and J . Explicitly, for g(x, y) = ax4 + bx3y + cx2y2 + dxy3 + ey4, we
have

I(g) = 12ae− 3bd+ c2,

J(g) = 72ace+ 9bcd− 27ad2 − 27eb2 − 2c3.

The height H(g) of a binary quartic form g(x, y) is defined by H(g) = max{4|I(g)|3, J(g)2}.
We collect results from [BS15, § 2.1] on the reduction theory of integral binary quartic forms.

For i = 0, 1, 2, we let V4(R)(i) be the set of elements in V (R) with nonzero discriminant, i pairs
of complex conjugate roots, and 4− 2i real roots. Furthermore, we write V4(R)(2) = V4(R)(2+) ∪
V4(R)(2−) as the union of forms that are positive definite and negative definite. The four sets L(i)

for i ∈ {0, 1, 2+, 2−} constructed in [BS15, Table 1] satisfy the following two properties: first,
L(i) are fundamental sets for the action of R>0 · PGL2(R) on V4(R)(i) where R acts via scaling;
and second, the sets L(i) are absolutely bounded. It follows that the sets R(i) := R>0 · L(i) are
fundamental sets for the action of PGL2(R) on V4(R)(i), and that the coefficients of an element
f(x, y) ∈ R(i) with H(f) = Y are bounded by O(Y 1/6).

For A′, N ′(t), and K defined in (18), set

F0 = {nα(t)k : n(u) ∈ N ′(t), α(t) ∈ A′, k ∈ K}.

Then F0 is a fundamental domain for the left multiplication action of PGL2(Z) on PGL2(R); and
the multisets F0 ·R(i) are ni-fold fundamental domains for the action of PGL2(Z) on V (R)(i),
where n0 = n2± = 4 and n1 = 2. Let S ⊂ V4(Z)(i) = V4(Z) ∩ V4(R)(i) be any PGL2(Z)-invariant
set. Let N4(S;X) denote the number of PGL2(Z)-orbits on S with height bounded by X such
that each orbit PGL2(Z) · f is counted with weight 1/#StabPGL2(Z)(f). Let G0 ⊂ PGL2(R) be
a nonempty open bounded K-invariant set, and let dγ = t−2dnd×tdk, for γ = ntk in Iwasawa
coordinates, be a Haar measure on PGL2(R). Then, identically as in [BS15, Theorem 2.5], we
have the following result.

Theorem 5.2. We have

N4(S;X) =
1

niVol(G0)

∫
γ∈F0

#{S ∩ γG0 ·R(i)
X } dγ,
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Large families of elliptic curves ordered by conductor

where R
(i)
X denotes the set of elements in R(i) with height bounded by X, the volume of G0 is

computed with respect to dγ, and for any set T ⊂ V (R), the set of elements in T with height

less than X is denoted by TX .

Apart from its use in this section to obtain a bound on reducible binary quartic forms,
Theorem 5.2 will also be used in § 7 to prove Theorem 1.2.

5.2 Embedding U0(Z)sm into the space of reducible binary quartics
Let f(x) = x3 +Ax+B be an element in U0(Z)sm with Q(f) = n. From Theorem 1.6 it follows
that there exists an integer r, defined uniquely modulo n, such that f(x+ r) is of the form

f(x+ r) = x3 + ax2 + bnx+ cn2.

The cubic ring Rf = Z[x]/(f(x)) is contained in the cubic ring corresponding to the binary cubic
form

h(x, y) = nx3 + ax2y + bxy2 + cy3

under the Delone–Faddeev correspondence, with index n. In other words, the cubic ring
corresponding to h(x, y) is the ring of integers Of in Kf = Q[x]/(f(x)).

Elements in U0(Z)sm with Q-invariant n thus correspond to integral binary cubic forms
that represent n. However, the latter condition is difficult to detect, at least using geometry-of-
numbers methods. Instead, we embed the space of binary cubic forms into the space V4(Z)red

of binary quartic forms with a linear factor over Q by multiplying by y. In fact, we will replace
V4(Z)red with its (at most 4 to 1) cover Ṽ4(Z) consisting of pairs (g(x, y), [α, β]), where g is a
reducible binary quartic forms and [α, β] is a root of f . Explicitly,

Ṽ4(Z) := {(g(x, y), [α, β]) : 0 �= g(x, y) ∈ V4(Z)red, α, β ∈ Z, gcd(α, β) = 1, g(α, β) = 0}.

This gives us the following map σ̃ : U0(Z)sm → Ṽ4(Z):

σ̃ : U0(Z)sm → V3(Z)→ Ṽ4(Z)

f(x) �→ h(x, y) �→ (yh(x, y), [1, 0]).
(20)

The group PGL2(Z) acts on Ṽ4(Z) via

γ · (g(x, y), [α : β]) = ((γ · g)(x, y), [α : β]γ−1);

this is an action since (γ · g)((α, β)γ−1) = g(α, β) = 0. Aside from the classical invariants I and
J , this action has an extra invariant, which we denote by Q, defined as follows. Given (g, [α :
β]) ∈ Ṽ4(Z), let h(x, y) = g(x, y)/(βx− αy) be the associated binary cubic form and we define

Q(g, [α : β]) = h(α, β), D(g, [α : β])) = Δ(h). (21)

The Q- and D-invariants and the discriminant are related by

Δ(g) = Q(g, [α : β])2D(g, [α : β]).

We now have the following result.
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Proposition 5.3. There is an injective map

σ : U0(Z)sm → Ṽ4(Z)→ PGL2(Z)\Ṽ4(Z),

such that for every f(x) = x3 +Ax+B ∈ U0(Z)sm, we have

I(σ(f)) = −3A, J(σ(f)) = −27B, Q(f) = Q(σ(f)), D(f) = D(σ(f)). (22)

Proof. The first two equalities of (22) can be checked by a direct computation. The injectivity
of σ then follows from the fact that I(σ(f)) and J(σ(f)) determine f . The third and fourth
equalities of (22) are true by design: in the notation above, the ‘leading coefficient’ h(1, 0) of
h(x, y) is the Q-invariant of f and the cubic ring corresponding to h(x, y) is the ring of integers
in Kf , which implies that D(σ(f)) = Δ(h) = Disc(Kf ) = D(f). �

Therefore, to prove Theorem 5.1, it suffices to count PGL2(Z)-orbits (g, [α : β]) in Ṽ4(Z),
such that both Q(g, [α : β]) and the radical rad(gcd(Q(g, [α : β]), D(g, [α : β]))) are large.

5.3 Counting PGL2(Z)-orbits on reducible binary quartic forms
We use the setup of [BS15, § 2], which is recalled in § 5.1. Since the sets L(i) are absolutely
bounded, the coefficients of any element in R(i) = R>0 · L(i) having height Y are bounded by
O(Y 1/6). Hence the same is true of every element in G0 ·R(i)

Y , as G0 is a bounded set. The set
V4(Z)red is not a lattice. To apply geometry-of-numbers methods, we fiber it over the set of
possible linear factors. We write

V4(Z)red =
⋃

r=[α:β]

Lr, (23)

where α and β are coprime integers and, for r = [α : β] ∈ P1(Z), we define Lr to be the set of
all integral binary quartic forms f such that f(r) = 0. From Theorem 5.2, in conjunction with
the injection σ of § 5.2, we have

NQ,q(Y )

�
∑

r∈P1(Z)

∫
(ntk)∈F0

#{g ∈ Lr ∩ (ntk)G0R
(i)
Y : Q(g) > Q, rad(gcd(Q(g), D(g))) > q}t−2dn d×t dk.

(24)

As γ varies over F0, the set γG0R
(i)
Y becomes skewed. More precisely, if γ = ntk in Iwasawa

coordinates, then the five coefficients a, b, c, d, and e of any element of γG0R
(i)(Y ) satisfy

a� Y 1/6

t4
, b� Y 1/6

t2
, c� Y 1/6, d� t2Y 1/6, e� t4Y 1/6. (25)

Hence when t� Y 1/24, the x4-coefficient of any integral binary quartic form in γG0R
(i)(Y ) is 0,

forcing a root at the point [1, 0] ∈ P1(Z). Moreover, we expect it to be rare that such a binary
quartic form has another integral root. In what follows, we first consider the lattice L[1,0] in § 5.4,
and consider the rest of the lattices in § 5.5.

5.4 The contribution from the root r = [1 : 0]
Let g(x, y) = bx3y + cx2y2 + dxy3 + ey4 ∈ L[1:0] be an integral binary quartic form. We
write Q(g) for Q(g, [1 : 0]) and D(g) for D(g, [1 : 0]). Then we have Q(g) = b and
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D(g) = Δ(bx3 + cx2y + dxy3 + ey3), the discriminant of the binary cubic form g(x, y)/y. Hence,
if a fixed t ≥ 1 contributes to the estimate NQ,q(Y ) in (24), then we must have

t� Y 1/12

Q1/2
. (26)

We now fiber over the O(Y 1/6/t2) choices for b. For each such choice, we have O(Y ε) possible
squarefree divisors m of b. Fix such a divisor m > q such that rad(gcd(Q(g), D(g))) = m. Then
m | D(g), which implies that

3c2d2 − 4c3e ≡ 0 (mod m).

Thus, the residue class of e modulo m is determined by c and d, unless m | c.
From (25), we see that the number of elements in L[1:0] ∩ (ntk)G0R

(i)
Y with b and m fixed as

above is bounded by

O

(
t6Y 1/2

m
+ t6Y 1/3

)
= O

(
t6Y 1/2

q
+ t6Y 1/3

)
,

where the second term deals with the case q � Y 1/6. It therefore follows that the contribution
to NQ,q(Y ) in (24) from the root r = [1 : 0] is bounded by

∫ Y 1/12/Q1/2

t=1

Y 1/6+ε

t2

(
t6Y 1/2

q
+ t6Y 1/3

)
t−2 d×t�ε

Y 5/6+ε

qQ
+
Y 2/3+ε

Q
, (27)

which is sufficiently small. The contribution from the root r = [0 : 1] can be identically bounded.

5.5 The contribution from a general root r = [α : β] with αβ �= 0
Write r = [α : β] where α, β are coprime integers and αβ �= 0. Throughout this section, we denote
the torus element in F0 with entries t−1 and t by at. We have the bijection

θt : {Lr ∩ atG0 ·R(i)
Y } ←→ {a−1

t Lr ∩G0 ·R(i)
Y }

ax4 + bx3y + cx2y2 + dxy3 + ey4 �−→ t4ax4 + t2bx3y + cx2y2 + t−2dxy3 + t−4ey4,
(28)

which preserves the invariants I and J . Define Ṽ4(R) to be the set of pairs (g(x, y), r),
where g(x, y) ∈ V4(R) and r ∈ R2 such that g(r) = 0. We extend the definitions of the Q- and
D-invariants to the space Ṽ4(R) via (21). Set rt := r · at = [t−1α, tβ]. Then we have

Q(g, r) = Q(θt · g, rt), D(g, r) = D(θt · g, rt).
Identifying the space of binary quartics with R5 via the coefficients (a, b, c, d, e), we write

a−1
t Lr = diag(t4, t2, 1, t−2, t−4) · ((α4, α3β, α2β2, αβ3, β4)⊥),

where (α4, α3β, α2β2, αβ3, β4)⊥ is the sublattice of Z5 perpendicular to (α4, α3β, α2β2, αβ3, β4)
with respect to the usual inner product on R5. Since α and β are coprime, the following vectors
form an integral basis for a−1

t Lr:

w1 = (t4β,−t2α, 0, 0, 0), w2 = (0, t2β,−α, 0, 0),

w3 = (0, 0, β,−t−2α, 0), w4 = (0, 0, 0, t−2β,−t−4α).
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Define the vector vt to be vt := (tβ,−t−1α) ∈ R2. Then it is easy to see that the lengths of wi

are given by
|w1| = t3|vt|, |w2| = t|vt|, |w3| = t−1|vt|, |w4| = t−3|vt|, (29)

The next lemma proves that this basis is almost Minkowski. That is, the quotients
〈wi, wj〉/(|wi||wj |), for i �= j, are bounded from above by a constant c < 1 independent of t
and r.

Lemma 5.4. For i �= j, we have

〈wi, wj〉 ≤ 1
2 |wi||wj |.

Proof. The inner product 〈wi, wj〉 for i < j is 0 unless j = i+ 1. In those three cases, we have

〈wi, wj〉
|wi||wj | =

|αβ|
t−2α2 + t2β2

≤ 1
2
,

by the inequality of arithmetic and geometric means. �

We will represent elements in a−1
t Lr by 4-tuples (a1, a2, a3, a4) ∈ Z4, where such a tuple

corresponds to the element a1w1 + a2w2 + a3w3 + a4w4. Then we have the following lemma.

Lemma 5.5. Let g(x, y) be an element in Lr, and let a−1
t g(x, y) correspond to the 4-tuple

(a1, a2, a3, a4). Then we have

g(x, y) = (βx− αy)(a1x
3 + a2x

2y + a3xy
2 + a4y

3),

Q(g, r) = a1α
3 + a2α

2β + a3αβ
2 + a4β

3,

D(g, r) = Δ3(a1, a2, a3, a4),

where Δ3(a1, a2, a3, a4) denotes the discriminant of the binary cubic form with coefficients ai.

The above lemma follows from a direct computation. Next, we determine when an element
(a1, a2, a3, a4) has small length.

Lemma 5.6. Suppose g ∈ a−1
t Lr, corresponding to (a1, a2, a3, a4), belongs to G0 ·R(i)

Y for some i.

Then

a1 � Y 1/6

t3|vt| , a2 � Y 1/6

t|vt| , a3 � Y 1/6

t−1|vt| , a4 � Y 1/6

t−3|vt| . (30)

Proof. Let | · | denote the length of a binary quartic form, where V4(R) has been identified with
R5 in the natural way. Then for g to belong in G0 ·R(i)

Y , it must satisfy |g| � Y 1/6. For any real
numbers a1, a2, a3, a4, we compute

|a1w1 + a2w2 + a3w3 + a4w4|2 ≥ a2
1|w1|2 + a2

2|w2|2 + a2
3|w3|2 + a2

4|w4|2
− |a1||a2||w1||w2| − |a2||a3||w2||w3| − |a3||a4||w3||w4|

≥ 3−√5
4

(a2
1|w1|2 + a2

2|w2|2 + a2
3|w3|2 + a2

4|w4|2).

(Of course, the exact constant is not important.) Therefore in order that |a1w1 + a2w2 + a3w3 +
a4w4| � Y 1/6, (30) must be satisfied. �
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We now have the following proposition bounding the number of elements in Lr ∩ atG0 ·R(i)
Y

whose Q- and D-invariants share a large common factor.

Proposition 5.7. For t� 1, we have

#{g(x, y) ∈ Lr ∩ atG0 ·R(i)
Y : rad(gcd(Q(g, r), D(g, r))) > q}

=

⎧⎪⎨
⎪⎩

0 if |vt| � Y 1/6,

O

(
Y 2/3+ε

q|vt|4 +
Y 1/2+ε

t|vt|3
)

otherwise,
(31)

where the implied constant is independent of r, t, and Y .

Proof. Using the bijection (28) in conjunction with Lemmas 5.5 and 5.6, we see that it is enough
to prove that the number of 4-tuples of integers (a1, a2, a3, a4), satisfying (30) and

rad(gcd(a1α
3 + a2α

2β + a3αβ
2 + a4β

3,Δ3(a1, a2, a3, a4))) > q,

is bounded by the right-hand side of (31). Suppose first |vt| � Y 1/6. Then any binary quartic
form g(x, y) represented by the 4-tuple (a1, a2, a3, a4) satisfying (30) must have a1 = a2 = 0. From
Lemma 5.5, it follows that D(g, r) = 0 and hence Δ(g) = 0. Since G0 ·R(i)

Y contains no point with
Δ = 0, it follows that the intersection is empty, proving the first part of the proposition.

The second part of the proposition is proved by using the Ekedahl sieve as developed in
[Bha14]. We carry out the sieve in detail so as to demonstrate that the implied constant in (31)
is indeed independent of r and t. Define

Tα,β(a1, a2, a3) := Δ3(a1β
3, a2β

3, a3β
3,−(a1α

3 + a2α
2β + a3αβ

2)).

It is clear that if m | Q(g, r) and m | D(g, r) for any integer m, then m | Tα,β(a1, a2, a3).
First, we bound the number of triples (a1, a2, a3) satisfying (30) such that Tα,β(a1, a2, a3) = 0.

For a fixed pair (a1, a2) �= (0, 0), by explicitly writing out Tα,β(a1, a2, a3), we see that there are at
most three possible values of a3 with Tα,β(a1, a2, a3) = 0. This gives a bound of O(Y 1/3/(t4|vt|2))
on the number of triples (a1, a2, a3) with Tα,β(a1, a2, a3) = 0. Multiplying with the number of all
possibilities for a4, we obtain the bound

O

(
Y 1/2

t|vt|3
)

(32)

on the number of 4-tuples of integers (a1, a2, a3, a4), satisfying (30) and Tα,β(a1, a2, a3) = 0.
Next, we fiber over triples (a1, a2, a3) with Tα,β(a1, a2, a3) �= 0 and satisfying (30). In this

case, we have (a1, a2) �= (0, 0). Hence by (30), we may assume α, β, t� Y 1/6. Hence the value
of Tα,β(a1, a2, a3) is bounded by a polynomial in Y of fixed degree. It follows that the number
of squarefree divisors of Tα,β(a1, a2, a3) is bounded by Oε(Y ε). Fix one such divisor m > q. We
now fiber over a positive squarefree integer δ � Y 1/6/(t3|vt|) such that rad(gcd(a1, a2)) = δ. The
number of such possible (a1, a2) is

� 1
δ2
Y 1/6

t3|vt|
Y 1/6

t|vt| .

Fix any such pair. Let a3 be any integer satisfying (30) such that Tα,β(a1, a2, a3) �= 0. Let
m1 = gcd(m, δ) and let m2 = m/m1 > q/δ. Then the polynomial Δ3(a1, a2, a3, a4) is identically
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0 modulo m1 and quadratic in a4 modulo any prime factor of m2. Hence the number of these
quadruples with the extra condition that m | Δ3(a1, a2, a3, a4) is

� 1
δ2
Y 1/6

t3|vt|
Y 1/6

t|vt|
Y 1/6

t−1|vt|
(

1
q/δ

Y 1/6

t−3|vt| + 1
)
�ε

Y 2/3

δq|vt|4 +
Y 1/2

δ2t3|vt|3 .

Summing over δ and all possible divisors m gives the bound

O

(
Y 2/3+ε

q|vt|4 +
Y 1/2+ε

t3|vt|3
)
. (33)

The proposition now follows from (32) and (33). �

We now impose the condition on the Q-invariant. From Lemma 5.5 and (30), we obtain

Q < |Q(g, r)| = |a1α
3 + a2α

2β + a3αβ
2 + a4β

3| � Y 1/6|vt|2.

In conjunction with (24) and the estimates of Proposition 5.7, this yields

NQ,q(Y )�ε

∑
k�log Y

∫
t1

∑
r=[α:β]

2k<|vt|≤2k+1

(
Y 2/3+ε

q|vt|4 +
Y 1/2+ε

t|vt|3
)
t−2 d×t

�ε

∑
k�log Y

∫
t1

(
Y 5/6+ε

qQ
+
Y 7/12+ε

tQ1/2

)
t−2 d×t

�ε
Y 5/6+ε

qQ
+
Y 7/12+ε

Q1/2
.

This concludes the proof of Theorem 5.1.

6. Uniformity estimates

In this section, we prove Theorems 1.4 and 1.5, the main uniformity estimates. First, in § 6.1, we
use the results of § 4 to prove Theorem 1.4. Next, in § 6.2, we combine the results of §§ 3 and 5 in
order to obtain Theorem 1.5. Finally, in § 6.3, we obtain uniformity estimates on the number of
PGL2(Z)-orbits on integral binary quartic forms whose discriminants are divisible by the square
of a large prime. This result significantly improves the previously best known estimates of [BS15,
Theorem 2.13].

6.1 The family of elliptic curves with squarefree index
Recall the family E defined in the introduction. The assumption that elliptic curves E ∈ E satisfy
j(E)� log(Δ(E)) implies the height boundH(E)� Δ(E)1+ε. Given E ∈ E , let E : y2 = f(x) =
x3 +Ax+B be the Weierstrass model for E such that p4 � A or p6 � B for every prime p. Given
an étale algebra K over Q with ring of integers OK , let OTr=0

K denote the set of traceless integral
elements in K. Consider the map

E → {(K,α) : K cubic algebra over Q, α ∈ OTr=0
K }
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sending E : y2 = f(x) to the pair (Q[x]/(f(x)), x). This map is injective since if E corresponds
to the pair (K,α), then y2 = NK/Q(x− α) recovers E. Note we have |a| � H(E)1/6 from, for
example, Fujiwara’s bound [Fuj16].

Suppose now E ∈ E corresponds to a pair (K,α). Let β = Prim(α) denote the primitive part
of α, that is, the unique primitive integer in OK which is a positive rational multiple of α. Note
α = nβ for some positive integer n. The cubic polynomial g(x) = NK/Q(x− β) = x3 + ax+ b

is integral and we have A = n2a and B = n3b. From Tables 3 and 4 in § 7 on the congruence
conditions on A,B in order for EAB to have good reduction at A and B, we see that g(x)
uniquely determines the 2- and the 3-part of n. For primes p ≥ 5, we see from Table 1 that if
E ∈ Esf , then the p-part of n must be 1. In other words, the modified map

σ : E → {(K,β) : K cubic étale algebra over Q, β ∈ OTr=0
K }

E : y2 = f(x) �→ (Q[x]/(f(x)),Prim(x)),
(34)

is injective when restricted to Esf .
We start with the following lemma.

Lemma 6.1. Let E be an elliptic curve and let σ(E) = (K,β). Then |Sel2(E)| �ε |Cl(K)[2]| ·
|Δ(E)|ε and |β| � H(E)1/6.

Proof. The first bound is a direct consequence of [BK77, Proposition 7.1]. The second bound is
already true without taking the primitive part as shown above. �

We now prove the following result.

Proposition 6.2. For positive real numbers X and Q ≤ X, we have

|{(E, η) : E ∈ Esf , η ∈ Sel2(E), X < C(E) ≤ 2X,QX < Δ(E) ≤ 2QX}| �ε X
5/6+ε/Q1/6. (35)

where the implied constant is independent of X and Q.

Proof. Let E ∈ Esf be an elliptic curve satisfying the conductor and discriminant bounds of (35),
and let σ(E) = (K,β). It is easy to verify from Table 1 that Δ(K) = C(E)2/Δ(E). Therefore,
it follows that X/(2Q) < Δ(K) ≤ 4X/Q, and that |β| � H(E)1/6 �ε (QX)1/6+ε.

Since the map σ is injective, it follows that the left-hand side of (35) is

�ε X
ε

∑
[K:Q]=3

X/2Q<Δ(K)≤4X/Q

N ′
K((QX)1/6+ε) |Cl(K)[2]|, (36)

where N ′
K(Y ) denotes the number of primitive elements β in OTr=0

K such that |β| < Y and the
pair (K,β) is in the image of σ. We now split the above sum over cubic algebras K into three
parts, corresponding to the sizes 	1(K) and 	2(K) of the successive minima of OTr=0

K .
First, if (QX)1/6+ε � 	1(K), then the contribution to (36) is 0. Second, assume that 	2(K)�

(QX)1/6+ε. Then Lemma 4.7 yields the bound

N ′
K((QX)1/6+ε)�ε (QX)1/3+ε/

√
X/Q� Q5/6

X1/6−ε
.

Using Bhargava’s result [Bha05, Theorem 5] to bound the sum of |Cl(K)[2]| over cubic fields
K with the prescribed discriminant range, and using the well-known genus-theory bounds
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Cl(K)[2]� |Δ(K)|ε, for each reducible cubic K, we obtain

∑
[K:Q]=3

X/2Q<Δ(K)≤4X/Q

�2(K)�(QX)1/6+ε

N ′
K((QX)1/6+ε) |Cl(K)[2]| �ε X

ε · Q5/6

X1/6−ε
· X
Q

=
X5/6+2ε

Q1/6
.

Finally, we bound the contribution of cubic étale algebrasK such that 	1(K)� (QX)1/6+ε �
	2(K). In this case, we have N ′

K((QX)1/6+ε) ≤ 1 and

sk(K) = 	2(K)/	1(K)�
√

Δ(K)/	1(K)2 � X1/6/Q5/6.

Suppose first K = Q⊕ L is reducible. Then OTr=0
K has an integral basis given by

{(−2, 1), (0,
√
d)} where Δ(K) = d or 4d. When d is small, say bounded by 100, we get an

O(1) contribution to (36). When d is large, the above basis is a Minkowski basis and (−2, 1) is
the smallest, and hence unique, primitive traceless element. However, this point does not corre-
spond to an elliptic curve since the corresponding cubic polynomial is (x− 2)(x+ 1)2 which has
a double root. Hence, we get no contribution in this case. It remains to consider the case where
K is a cubic field. Applying Theorem 4.1, we obtain a bound of

Oε(Xε(X/Q)/(X1/6/Q5/6)) = Oε(X5/6+ε/Q1/6),

on the contribution to (36) over cubic fields K with 	1(K)� (QX)1/6+ε � 	2(K), as desired. �

Proof of Theorem 1.4. Note that if the conductor C(E) is bounded by X and the index
Δ(E)/C(E) is squarefree, then the index is also bounded by X. Divide the conductor range
[1, X] into logX dyadic ranges, and for each such range divide the index range [M,X] into
logX dyadic ranges, and then apply Proposition 6.2 on each pair of dyadic ranges. Theorem 1.4
follows. �

6.2 The family of elliptic curves with bounded index
As in § 3, let Σ be a finite set of pairs (p, Tp), where p is a prime number and Tp = III, IV, or I≥2

is a Kodaira symbol. Recall the invariants Q(Σ), modd(Σ) and mT (Σ) for Kodaira symbols T .
We further define meven(Σ) to be the product of p over pairs (p, I2k) in Σ. We define E(Σ) to
be the set of elliptic curves E ∈ E such that the Kodaira symbol at p of E is Tp for every pair
(p, Tp) ∈ Σ. Given a set of five positive real numbers

S = {mIII,mIV,meven,modd, Q},

we let E(S) denote the set of elliptic curves E such that the product P of primes at which E

has Kodaira symbol III (respectively, IV, I2(k≥1), I2(k≥1)+1) satisfies mIII ≤ P < 2mIII (respec-
tively, mIV ≤ P < 2mIV, meven ≤ P < 2meven, modd ≤ P < 2modd), and Q ≤ Q(E) < 2Q. The
following result is a consequence of Theorems 3.1 and 5.1.
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Proposition 6.3. Let S = {mIII,mIV,meven,modd, Q} be as above and let Y be a positive real

number. Then

#{E ∈ E(S) : |Δ(E)| < Y }

�ε Y
εmin

(
Y 5/6meven

Q2mIV
+
QmIIImevenm

2
odd

Y 1/6
,

Y 5/6

QmIIImIVmodd
+
Y 7/12

Q1/2

)
. (37)

Proof. First note that if E ∈ E , then H(E)� Δ(E)1+ε from the j-invariant bound. It is enough
to prove that the left-hand side of (37) is bounded (up to a factor of Y ε) by both terms in the
minimum. For the second term, this is a direct consequence of Theorem 5.1 and Table 1.

For the first term, note that the set of monic cubic polynomials corresponding to curves in
E(S) is clearly the union of Oε(Y εmIIImIVmevenmodd) sets U0(Z)Σ, where each such Σ satisfies
mIII(Σ) ∼ mIII, mIV(Σ) ∼ mIV, meven(Σ) ∼ meven, modd(Σ) ∼ modd, and Q(Σ) ∼ Q. In § 3, we
obtained bounds on the number of elements in U(Z)Σ with height bounded by Y . Since the set
U(Z)Σ is invariant under the linear Z-action, we have

|{f ∈ U0(Z)Σ : H(f) < Y }| � Y −1/6|{f ∈ U(Z)Σ : H(f) < Y }|.

Combining this with Theorem 3.1, and multiplying by the number of different Σs required to
cover the set E(S), we obtain the result. �

Proof of Theorem 1.5. Given real numbers X, Y , m0, m1 and m2 at least 1, let
E(S;X,Y,m0,m1,m2) denote the set of elliptic curves E ∈ E that satisfy X ≤ C(E) < 2X,
Y ≤ Δ(E) < 2Y , and such that the product P of primes at which E has Kodaira symbol I∗0
(respectively, I∗n≥1, II∗ or III∗ or IV∗) satisfies m0 ≤ P < 2m0 (respectively, m1 ≤ P < 2m1,
m2 ≤ P < 2m2), and that E0 ∈ E(S) where E0 is the elliptic curve obtained from E by applying
a quadratic twist so that its defining cubic polynomial is small.

Fix constants 0 < κ < 7/4 and 0 < δ. We first obtain bounds on the sizes of the sets
E(S;X,Y,m0,m1,m2). Let P be the contribution to the conductor of E0 that is prime to
mIIImIVmevenmodd. We set

X0 =
X

m2
0m1

, Y0 =
Y

m6
0m

6
1m

6
2

.

Then we have, by Table 1,

X0 � C(E0) � m2
IIIm

2
IVmevenmoddP,

Y0 � Δ(E0) � mIIIm
2
IVmoddQ

2P.

Therefore, in order for E(S;X,Y,m0,m1,m2) to be nonempty, we must have

Y0

Q2
� X0

mIIImeven
. (38)

First note that we have

Y
5/6
0 meven

Q2mIV
� X0

Y
1/6
0

. (39)
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Moreover,

min
(
QmIIImevenm

2
odd

Y
1/6
0

,
Y

5/6
0

QmIIImIVmodd

)
≤

(
Y

15/6−1/6
0 meven

Q2m2
IIIm

3
IVmodd

)1/4

� X
1/4
0 Y

1/3
0 � X1/4Y 1/3, (40)

min
(
QmIIImevenm

2
odd

Y
1/6
0

,
Y

7/12
0

Q1/2

)
≤ (Y0mIIImevenm

2
odd)

1/3 � Y
2/3
0

X
1/3
0

� Y 2/3

X1/3
.

Assume that Y satisfies the bound X1+δ � Y � Xκ for δ > 0 and κ < 7/4. Proposition 6.3,
(39), and (40) imply that we have

|E(S;X,Y,m0,m1,m2)| �ε X
5/6−θ+ε, (41)

for some positive constant θ depending only on δ and κ. It is clear that the set

{E ∈ Eκ : C(E) < X, |Δ(E)| > C(E)Xδ}
is the union of Oε(Xε) sets E(S;X1, Y1,m0,m1,m2), with X1 ≤ X, X1+δ

1 � Y1 � Xκ
1 , and

m0,m1,m2 � Xκ/6. Theorem 1.5 now follows from (41). �

6.3 Additional uniformity estimates
Recall that U0 denotes the space of monic traceless cubic polynomials. For a prime p, let Up

denote the set of elements f(x) ∈ U0(Z), such that p2 | Δ(f). We write Up as the disjoint union
U (1)

p ∪ U (2)
p , where U (1)

p is the set of elements Up whose discriminants are strongly divisible (in the
notation of [Bha14, § 3.3]) by p2 and U (2)

p is simply Up\U (1)
p . We begin by proving the following

(averaged) improvement of [BS15, Proposition 3.16].

Proposition 6.4. We have

#
{
f ∈

⋃
p>M

U (1)
p : H(f) < X

}
�ε

X5/6

M1−ε
+X1/3,

#
{
f ∈

⋃
p>M

U (2)
p : H(f) < X

}
� X5/6

M
.

Proof. The first inequality of the proposition follows immediately from [Bha14, Theorem 3.5].
We prove the second inequality as follows. If f(x) ∈ U (2)

p , then Rf = Z[x]/f(x) is nonmaximal
in Kf = Q[x]/f(x) of index at least p. Therefore, we have the following injection:{

f ∈
⋃

p>M

U (2)
p : H(f) < X

}
↪→

{
(K,α) : Δ(K) <

X

M2
, α ∈ OTr=0

K , |α| < X1/6

}
, (42)

where K ranges over cubic étale algebras over Q. (The injection simply maps f(x)
to (Q[x]/f(x), x).) To estimate the size of the right-hand side of (42), we simply use
Theorem 4.1 in conjunction with Lemma 4.7 to obtain a bound of

X

M2
· X2/6√

X/M2
+

X

M2

(
X1/6

M

)−1

� X5/6

M
,
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Large families of elliptic curves ordered by conductor

which is sufficient. Indeed, the first summand corresponds to the contribution from cubic fields
K with 	2(K) ≤ X1/6, while the second summand corresponds to the contribution of cubic fields
with 	1(K) ≤ X1/6 < 	2(K) in which case sk(K) > X1/6/M . �

Next, we consider the space V4(Z) of integral binary quartic forms. For a prime p, let Vp

denote the set of elements f(x) ∈ V4(Z), such that p2 | Δ(f). As before, we write Vp as the
disjoint union V(1)

p ∪ V(2)
p , where V(1)

p is the set of elements Vp whose discriminants are strongly
divisible by p2 and V(2)

p is Vp\V(1)
p . We have the following estimate which is a significantly stronger

version of [BS15, Theorem 2.13].

Theorem 6.5. We have

#
{
f ∈ PGL2(Z)

∖ ⋃
p>M

V(1)
p : H(f) < X

}
�ε

X5/6

M1−ε
+X19/24,

#
{
f ∈ PGL2(Z)

∖ ⋃
p>M

V(2)
p : H(f) < X

}
�ε

X5/6+ε

M
.

Proof. The first inequality follows from an application of [Bha14, Theorem 3.5] in conjunction
with the counting results of [BS15, § 2.3]. We now prove the second estimate of the proposition.
First note that to every integral binary quartic form f we may associate its cubic resolvent g(x)
which is the unique monic traceless cubic polynomial with the same invariants as f(x). We note
the following two facts about the cubic resolvent. First, for every integral monic cubic polynomial
g(x), we have a bijection

PGL2(Z)\Res−1(g)←→ Sel2(Rg).

Next, the cubic resolvent g(x) of any element in V(2)
p belongs to U (2)

p . Since we have

|Sel2(Rg)| ≤ 4|Cl(Rg)[2]| �ε |Δ(g)|ε|Cl(Kg)[2]|,
the required bound follows from Theorem 4.1 in conjunction with the proof of the second estimate
in Proposition 6.4. �

7. Asymptotics for families of elliptic curves

Let p be a fixed prime. An elliptic curve E over Q has either good reduction, multiplicative
reduction, or additive reduction at p. For every prime p ≥ 5, let Σp be a nonempty subset of
possible reduction types. We say that Σ = (Σp)p is a collection of reduction types and that such
a collection is large if, for all large enough primes p, the set Σp contains at least the good and
multiplicative reduction types.

For a large collection Σ, let Esf(Σ) (respectively, Eκ(Σ)) denote the set of elliptic curves
E ∈ Esf (respectively, E ∈ Eκ) such that for all primes p ≥ 5, the reduction type of E at p
belongs to Σp. In this section we prove the following theorem, from which Theorem 1.2 and the
first two asymptotics of Theorem 1.1 immediately follow.3

3 The part of Theorem 1.1 pertaining to counting elliptic curves ordered by discriminant follows from Theorem 7.4.

1573

https://www.cambridge.org/core/terms. https://doi.org/10.1112/S0010437X21007193
Downloaded from https://www.cambridge.org/core. IP address: 76.71.105.168, on 22 Jun 2021 at 12:49:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1112/S0010437X21007193
https://www.cambridge.org/core


A. N. Shankar, A. Shankar and X. Wang

Theorem 7.1. Let Σ be a large collection of elliptic curves. Let κ < 7/4 be a positive constant.

Then we have

#{E ∈ Esf(Σ)± : C(E) < X}

∼ α±

60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)

∏
p

(cg(p)eg(p) + cm(p)em(p) + ca(p)ea(p)) ·X5/6,

#{E ∈ Eκ(Σ)± : C(E) < X}

∼ α±

60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)

∏
p

(cg(p)fg(p) + cm(p)fm(p) + ca(p)fa(p)) ·X5/6,

(43)

where α+ = 1, α− =
√

3, cg(p) (respectively, cm(p), ca(p)) is 1 or 0 depending on whether Σp

contains the good (resp. multiplicative, additive) reduction type, and e∗(p) and f∗(p) are given

by

eg(p) := 1− 1
p
, em(p) :=

1
p

(
1 +

1
p1/6

)(
1− 1

p

)2

, ea(p) :=
1
p2

(
1 +

1
p1/6

)(
1− 1

p

)
,

fg(p) := 1− 1
p
, fm(p) :=

1
p

(
1− 1

p1/6

)−1(
1− 1

p

)2

,

fa(p) :=
1
p5/3

(
1− 1

p

)(
1 +

1
p1/6

+
1
p7/6

)
+

1
p2

(
1− 1

p

)(
1− 1

p1/6

)−1(
3− 2

p1/2

)
.

Furthermore, when elliptic curves in Esf(Σ) are ordered by conductor, the average size of their

2-Selmer groups is 3.

7.1 The family E ordered by discriminant
In this subsection we prove the final asymptotic in Theorem 1.1 on counting the family E ordered
by discriminant.

For a pair (A,B) ∈ R2, we write Δ(A,B) = −4A3 − 27B2 and write j(A,B) =
1728(4A3)/(4A3 + 27B2). Then j(A,B) is the j-invariant of the elliptic curve EAB, and when
(A,B) ∈ Z2 is such that EAB has good reduction at 2 and 3, Δ(A,B) = 28Δ(EAB) if 3 � A and
Δ(A,B) = 28312Δ(EAB) otherwise (see Tables 3 and 4). Hence we first count pairs (A,B) ∈ Z2

first with j(A,B)� log(Δ(A,B)/c0), where c0 = 28 or 28312.
The condition j(A,B)� log(Δ(A,B)/c0) is not a semialgebraic condition in A and B. How-

ever it is clearly definable in the o-minimal structure where the distinguished functions are
polynomials and the exponential function [Wil96]. Hence we can use the following result of
Barroero and Widmer [BW14, Theorem 1.3].

Theorem 7.2. Let m and n be positive integers, let Λ ⊂ Rn be a lattice, and denote the suc-

cessive minima of Λ by λi. Let Z ⊂ Rm+n be a definable family in an o-minimal structure, and

suppose the fibers ZT are bounded. Then there exists a constant cZ ∈ R, depending only on the

family Z, such that ∣∣∣∣#(ZT ∩ Λ)− Vol(ZT )
det(Λ)

∣∣∣∣ ≤ cZ
n−1∑
j=0

Vj(ZT )
λ1 · · ·λj

,
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Large families of elliptic curves ordered by conductor

Table 3. Elliptic curves EAB with good reduction at 2.

A B Δ2 Density

≡ 0 (mod 24) ≡ 24 (mod 26) 28 2−10

≡ (5 + δ · 26) (mod 27) ≡ (22 + δ · 26) (mod 27) 28 2−13

≡ (13 + δ · 26) (mod 27) ≡ (14 + δ · 26) (mod 27) 28 2−13

≡ (21 + δ · 26) (mod 27) ≡ (38 + δ · 26) (mod 27) 28 2−13

≡ (29 + δ · 26) (mod 27) ≡ (94 + δ · 26) (mod 27) 28 2−13

≡ (37 + δ · 26) (mod 27) ≡ (54 + δ · 26) (mod 27) 28 2−13

≡ (45 + δ · 26) (mod 27) ≡ (46 + δ · 26) (mod 27) 28 2−13

≡ (53 + δ · 26) (mod 27) ≡ (70 + δ · 26) (mod 27) 28 2−13

≡ (61 + δ · 26) (mod 27) ≡ (126 + δ · 26) (mod 27) 28 2−13

Table 4. Elliptic curves EAB with good reduction at 3.

A B Δ3 Density

3 � A — 1 2 · 3−1

34 ‖ A 36 | B 312 2 · 3−11

≡ 2 · 33 (mod 36) ≡ (±20,±34) · 33 (mod 37) 312 4 · 3−13

≡ 5 · 33 (mod 36) ≡ (±11,±16) · 33 (mod 37) 312 4 · 3−13

≡ 8 · 33 (mod 36) ≡ (±2,±29) · 33 (mod 37) 312 4 · 3−13

≡ 11 · 33 (mod 36) ≡ (±7,±20) · 33 (mod 37) 312 4 · 3−13

≡ 14 · 33 (mod 36) ≡ (±16,±38) · 33 (mod 37) 312 4 · 3−13

≡ 17 · 33 (mod 36) ≡ (±2,±25) · 33 (mod 37) 312 4 · 3−13

≡ 20 · 33 (mod 36) ≡ (±7,±34) · 33 (mod 37) 312 4 · 3−13

≡ 23 · 33 (mod 36) ≡ (±11,±38) · 33 (mod 37) 312 4 · 3−13

≡ 26 · 33 (mod 36) ≡ (±25,±29) · 33 (mod 37) 312 4 · 3−13

where Vj(ZT ) is the sum of the j-dimensional volumes of the orthogonal projections of ZT on

every j-dimensional coordinate subspace of Rn.

Suppose now we are given a set S ⊂ Z2 defined by congruence conditions modulo some
positive integer n. Then we may break S up into a union of n2ν(S) translates of the lattice
nZ× nZ, where ν(S) denotes the volume of the closure of S in Ẑ2. Applying Theorem 7.2 to
each of these translates and summing gives the following immediate consequence of Theorem 7.2.

Proposition 7.3. Let S ⊂ Z2 denote a set of pairs (A,B) defined by congruence conditions on

A and B modulo some positive integer. Then we have

#{(A,B) ∈ Λ : j(A,B)� log(Δ(A,B)/c0), 0 < ±Δ(A,B) < X}
= ν(S)c±∞(X) +Oε(nν(S)X1/2+ε),

where c±∞(X) denotes the volume of the set

C±(X) := {(A,B) ∈ R2 : j(A,B)� log(Δ(A,B)/c0), 0 < ±Δ(A,B) < X}
computed with respect to the usual Euclidean measure.

We now restate and prove the third asymptotic in Theorem 1.1.
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Theorem 7.4. We have

#{E ∈ E : 0 < ±Δ(E) < X} ∼ α±

60
√

3
· Γ(1/2)Γ(1/6)

Γ(2/3)
·
∏
p≥5

(
1− 1

p10

)
X5/6,

where α+ = 1 and α− =
√

3.

Proof. First, we describe the set of elliptic curves EAB : y2 = x3 +Ax+B that have good reduc-
tion at 2 and 3 in Tables 3 and 4, respectively. In both tables, the first column describes the
congruence conditions on A, the second describes congruence conditions at B, the third gives
the 2-part (respectively, the 3-part) of the discriminant Δ(A,B) = 4A3 + 27B2, and the fourth
column gives the density of these congruence conditions inside the space (A,B) ∈ Z2

p for p = 2
and 3. Below, δ is either 0 or 1.

We now apply Proposition 7.3. Let 1 ≤ i ≤ 9 and 1 ≤ j ≤ 11 be integers, and consider the set
of integers (A,B) that satisfy line i of Table 3 and line j of Table 4. Let νij = ν2(i) · ν3(j) denote
the density of this set of integers, and let Δij = Δ2(i) ·Δ3(j) denote the product of the 2- and
3-parts of the discriminant Δ(A,B). It is necessary to count the number of pairs (A,B) ∈ Z2

that satisfy the following properties.

1. The pair (A,B) satisfies the ith (respectively, jth) condition of Table 3 (respectively,
Table 4).

2. 0 < ±Δ(A,B) < ΔijX.
3. j(A,B)� log(Δ(A,B)/Δij).
4. For all primes p ≥ 5, either p4 � A or p6 � B.

Counting the pairs (A,B) which satisfy the first three properties is immediate from Propo-
sition 7.3, and the fourth condition can be imposed by applying a simple inclusion exclusion
sieve. For each i, j, let Sij denote the set of (A,B) ∈ Z2 satisfying the ith (respectively, jth)
condition of Table 3 (respectively, Table 4). For every positive integer m, let N±

m(X)ij denote
the number of pairs (A,B) ∈ Sij satisfying the second and the third conditions above and p4 | A
and p6 | B for each prime p | m with p ≥ 5. Let θ(p) = 1− p−10 for p ≥ 5 and θ(2) = θ(3) = 1.
Set θ̄(p) = 1− θ(p) and θ̄(m) =

∏
p|m θ̄(p) for any squarefree m. Then, for any small α > 0,

#{(A,B) ∈ Sij : 0 < ±Δ(A,B) < ΔijX, j(A,B)� log(Δ(A,B)/Δij)}
=

∑
m≥1

μ(m)N±
m(X)ij

= νij

Xα∑
m=1

μ(m)θ̄(m)c±∞(Δij ·X) +
Xα∑

m=1

O(mX1/2+ε) +O

( ∑
m=Xα

m squarefree

N±
m(X)

)

= νijc
±
∞(Δij ·X)

( ∏
p

θ(p) +O(X−9α)
)

+O(X1/2+2α+ε) +O

( X1/12+ε∑
m=Xα

X5/6+ε

m10

)
.

Here the very last term follows from a naive count as A� X1/3+ε and B � X1/2+ε and so m
is bounded by X1/12+ε in order that m4 | A and m6 | B. We may now minimize the above with
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Large families of elliptic curves ordered by conductor

α = 1/33 and sum over i and j to obtain

#{E ∈ E : 0 < ±Δ(E) < X} =
∑
i,j

νij ·
∏
p≥5

(1− p−10) · c±∞(Δij ·X) +O(X37/66+ε).

We next consider the volumes c±∞(X). Let d±∞(X) denote the volume of the same
region but without the condition on j(A,B). A direct integration over the region where
j(A,B)� log(Δ(A,B)) gives

c±∞(X) = d±∞(X) +O

(
X5/6

(logX)1/6

)
.

The volumes d±∞(X) are computed in [Wat08, § 2]:

d±∞(X) ∼ X5/6d±∞(1),

where

d+
∞(1) =

2
41/3 · 271/2

· 1
5
·B(1/2, 1/6), d−∞(1) =

2
41/3 · 271/2

· 3
5
·B(1/2, 1/3) =

√
3 d+

∞(1).

Above, B(x, y) denotes the beta function given by

B(x, y) =
∫ 1

0
tx−1(1− t)y−1 dt =

Γ(x)Γ(y)
Γ(x+ y)

.

We therefore obtain

#{E ∈ E : 0 < ±Δ(E) < X}
∼

∑
i,j

νijΔ
5/6
ij ·

∏
p≥5

(1− p−10) · d±∞(1) ·X5/6

= d±∞(1)
(∑

i

ν2(i)Δ2(i)5/6

)(∑
i

ν3(i)Δ3(i)5/6

) ∏
p≥5

(1− p−10) ·X5/6

=
22/3

4
2α±

41/3 · 33/2 · 5
Γ(1/2)Γ(1/6)

Γ(2/3)

∏
p≥5

(1− p−10) ·X5/6

=
α±

60
√

3
Γ(1/2)Γ(1/6)

Γ(2/3)

∏
p≥5

(1− p−10) ·X5/6,

as desired. �

7.2 Ordering elliptic curves by conductor
Suppose that G is equal to E∗(Σ) for a large collection of reduction types Σ, where ∗ is either
sf or some positive κ < 7/4. Pick a small positive constant δ < 1/9. Then there exists a positive
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constant θ such that

#{E ∈ G± : C(E) < X} =
∑
n≥1

#{E ∈ G± : ind(E) = n; Δ(E) < nX}

=
∑

n,q≥1

μ(q) #{E ∈ G± : nq | ind(E); Δ(E) < nX}

=
∑

n,q≥1
nq<Xδ

μ(q) #{E ∈ G± : nq | ind(E); Δ(E) < nX}+O(X5/6−θ),

(44)

where we bound the tail using the uniformity estimates in Theorems 1.4 and 1.5. We per-
form another inclusion–exclusion sieve to evaluate each summand of the right-hand side of the
above equation. For each prime p, let χΣp,nq : Z2

p → R denote the characteristic function of the
set of all (A,B) ∈ Z2

p that satisfy the reduction type specified by Σp and satisfy nq | ind(EAB).
Let χp denote 1− χΣp,nq, and define χk :=

∏
p|k χp for squarefree integers k. Then we have

∏
p

χΣp,nq(A,B) =
∑

k

μ(k)χk(A,B)

for every (A,B) ∈ Z2. Set ν∗(nq,Σ) to be the product over all primes p of the integral of χΣp,nq.
Therefore, for nq < Xδ, we obtain

#{E ∈ G± : nq | ind(E); Δ(E) < nX} =
∑

(A,B)∈Z2

0<±Δ(EAB)<nX

∑
k≥1

μ(k)χk(A,B)

=
∑

(A,B)∈Z2

0<±Δ(EAB)<nX

X4δ∑
k=1

μ(k)χk(A,B) +O

(
(nX)5/6

X2δ

)

= c±∞(nX)ν∗(nq,Σ) +Oε(X1/2+2δ+ε +X5/6−7δ/6),

where the second equality follows from the uniformity estimate in Proposition 6.4, and the
third follows from Proposition 7.3 and adding up the volume terms by simply reversing the
inclusion–exclusion sieve. Note that the constant δ has been specifically picked to be small
enough so that Proposition 7.3 applies.

For each n, let λ∗(n,Σ) denote the volume of the closure in Ẑ2 of the set of all (A,B) ∈ Z2

such that EAB belongs to G = E∗(Σ) and EAB has index n. Returning to (44), we obtain

#{E ∈ G± : C(E) < X} = c±∞(1)X5/6
∑

n,q≥1
nq<Xδ

μ(q)n5/6ν∗(nq,Σ) + o(X5/6)

= c±∞(1)X5/6
∑
n≥1

n5/6λ∗(n,Σ),

where again, the final equality follows by reversing the inclusion–exclusion sieve of (44).
For each prime p and k ≥ 0, let ν̄∗(pk,Σ) denote the p-adic density of the set of all (A,B) ∈ Z2

such that EAB ∈ E∗(Σ) and indp(EAB) = pk. The constant λ∗(n,Σ) is a product over all p of
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Large families of elliptic curves ordered by conductor

local densities:

λ∗(n,Σ) =
∏
p�n

ν̄∗(p0,Σ)
∏
pk‖n
k≥1

ν̄∗(pk,Σ)

=
∏
p

ν̄∗(p0,Σ)
∏
pk‖n
k≥1

ν̄∗(pk,Σ)
ν̄∗(p0,Σ)

.

Hence λ∗(n,Σ) is a multiplicative function in n, and we have

∑
n≥1

n5/6λ∗(n,Σ) =
∏
p

ν̄∗(p0,Σ)
∏
p

( ∞∑
k=0

p5k/6 ν̄∗(pk,Σ)
ν̄∗(p0,Σ)

)

=
∏
p

( ∞∑
k=0

p5k/6ν̄∗(pk,Σ)
)
.

The values of ν̄∗(pk,Σ) are easily computed from Table 2. We then have (43), proving the
first and second asymptotics of Theorem 1.1.

7.3 The average size of the 2-Selmer groups of elliptic curves in Esf(Σ)
Let Σ be a large collection of reduction types. For a positive integers n and a positive real
number X, let E(Σ, n,X) denote the set of elliptic curves E ∈ Esf(Σ), such that n | ind(E) and
|Δ(E)| < X. Then, as in the previous subsection, we have∑

E∈E(Σ)±
C(E)<X

(|Sel2(E)| − 1) =
∑

n,q≥1

μ(q)
∑

E∈E(Σ,nq,nX)±
(|Sel2(E)| − 1)

=
∑

n,q≥1
nq<Xθ

μ(q)
∑

E∈E(Σ,nq,nX)±
(|Sel2(E)| − 1) +Oε(X5/6−θ/6+ε),

for every θ > 0, where the second equality is a consequence of Theorem 1.4. Therefore, the final
assertion of Theorem 7.1 follows immediately from the following result.

Proposition 7.5. There exist positive constants θ and θ1 such that∑
E∈E(Σ,qn,nX)±

(|Sel2(E)| − 1) = 2|E(Σ, nq, nX)±|+O(X5/6−θ1),

for every nq < Xθ.

Given the uniformity estimate (Theorem 6.5) that we have already proved, the proof of
Proposition 7.5 very closely follows the proof of [BS15, Theorem 3.1]. We briefly sketch the proof
of Theorem 7.1, indicating the change needed at the places where it differs from [BS15]. The
starting point of the proof is the following parametrization of the 2-Selmer groups of elliptic
curves in terms of orbits on integral binary quartic forms. This correspondence is due to Birch
and Swinnerton-Dyer, and we state it in the form of [BS15, Theorem 3.5].

1579

https://www.cambridge.org/core/terms. https://doi.org/10.1112/S0010437X21007193
Downloaded from https://www.cambridge.org/core. IP address: 76.71.105.168, on 22 Jun 2021 at 12:49:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1112/S0010437X21007193
https://www.cambridge.org/core


A. N. Shankar, A. Shankar and X. Wang

Theorem 7.6. Let E : y2 = x3 +Ax+B be an elliptic curve over Q, and set I = I(E) := −3A
and J = J(E) := −27B. Then there is a bijection between Sel2(E) and the set of PGL2(Q)-
equivalence classes of locally soluble integral binary quartic forms with invariants 24I and 26J .

Moreover, the set of integral binary quartic forms that have a rational linear factor and

invariants equal to 24I and 26J lie in one PGL2(Q)-equivalence class, and this class corresponds

to the identity element in Sel2(Q).

The second step in the proof is to obtain asymptotics for the number of PGL2(Z)-orbits on
the set of integral binary quartic forms whose coefficients satisfy congruence conditions modulo
some small number n, where these forms have bounded invariants. In [BS15], the invariants were
bounded by height. Here instead, we bound their discriminants and corresponding j-invariant.
For an element f ∈ V4(R) with Δ(f) �= 0, define j(f) to be j(E) with E given by

E : y2 = x3 − (I/3)x− J/27.

For any PGL2(Z)-invariant set S ⊂ V4(Z), let N (i)
4 (S;X) denote the number of PGL2(Z)-orbits

on integral elements f ∈ S ⊂ V (i)
4 (Z), that do not have a linear factor over Q, and satisfy Δ(f) <

X and j(f) < log Δ(f).
In § 5 we defined the sets R(i) which are fundamental sets for the action of PGL2(R) on

V (R)(i). Then R(i) contains one element f ∈ V (R)(i) having invariants I and J , for each (I, J) ∈
R2 with 4I3 − J2 ∈ R>0 for i = 0, 2± and 4I3 − J2 ∈ R<0 for i = 1. Furthermore, the coefficients
of such an f are bounded by O(H(f)1/6). Define the sets

R(i)(X) := {f ∈ R(i) : 0 < |Δ(f)| < X; j(f) < log Δ(f)}.

Clearly, if f ∈ R(i)(X) with Δ(f) = X, then H(f)� X1+ε and so the coefficients of f are
bounded by O(X1/6+ε).

Let δ = 1/18 be fixed. Let L ⊂ V (Z) be a lattice defined by congruence conditions modulo n,
where n < Xδ. Denote the set of elements in L that have no linear factor by Lirr and define ν(L)
to be the volume of the completion of L in V4(Ẑ). Let G0 ⊂ PGL2(R) be a nonempty bounded
open ball, and set n1 = 2, n0 = n2± = 4. Identically to [BS15, § 2.3], it follows that N (i)

4 (L,X)
is given by

N
(i)
4 (L,X) =

1
niVol(G0)

∫
γ∈PGL2(Z)\PGL2(R)

#{γG0 ·R(i)(X) ∩ Lirr} dγ

=
1
ni

∫
γ∈PGL2(Z)\PGL2(R)

ν(L)Vol(G0 ·R(i)(X)) dγ +O(X7/9), (45)

where the error term is obtained in a similar manner to [BS15, (18)–(20)]. There are two dif-
ferences. First, we use Theorem 7.2 (instead of Davenport’s result stated as [BS15, Proposition
2.6]) to estimate the number of lattice points in γG0 ·R(i)(X). Second, since we are imposing
congruence conditions on L modulo n < Xδ with δ = 1/18, we cut off the integral over γ when
the t-coefficient of γ in its Iwasawa coordinate is � X1/36. That way, the coefficients of the ball
γG0 ·R(i)(X) are always bigger than n. The precise values of δ = 1/18 and 7/9, the exponent of
the error term, are not important.

The third step in the proof is to introduce a bounded weight function m : V4(Z)→ R, which
is the product m =

∏
pmp of local weight functions mp : V4(Zp)→ R, such that, for all but

1580

https://www.cambridge.org/core/terms. https://doi.org/10.1112/S0010437X21007193
Downloaded from https://www.cambridge.org/core. IP address: 76.71.105.168, on 22 Jun 2021 at 12:49:38, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1112/S0010437X21007193
https://www.cambridge.org/core


Large families of elliptic curves ordered by conductor

negligibly many (�ε X
3/4+ε) elliptic curves EAB, we have

|Sel2(EAB)| − 1 =
∑

f∈V4(Z)A,B/PGL2(Z)

m(f),

where f is varying over PGL2(Z)-orbits on integral binary quartic forms with no linear factor and
invariants I(f) = −3 · 24I and J(f) = −27 · 26J . In our situation we do not need any changes
to this part of the proof.

The fourth and final part of the proof is to perform a sieve so as to count PGL2(Z)-orbits on
integral binary quartic forms with bounded invariants, so that each form f is weighted by m(f).
Performing a standard inclusion–exclusion sieve using (45) together with the uniformity estimate
Proposition 6.5 and the volume computations of [BS15, §§ 3.3 and 3.6] yields Proposition 7.5.
This concludes the proof of Theorem 7.1.
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