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Abstract

We develop geometry-of-numbers methods to count orbits in prehomogeneous vector spaces
having bounded invariants over any global field. As our primary example, we apply these techniques
to determine the density of discriminants of field extensions of degree at most 5 over any base global
field F .

1 Introduction
sec:intro

In recent years, there have been a number of problems in arithmetic statistics that have been solved by
developing suitable geometry-of-numbers techniques to count integral orbits of a representation of an
algebraic group on a vector space defined over Z. These methods have been applied, e.g., to determine
the densities of discriminants of number field extensions of Q of small degree, to establish new cases of
the Cohen–Lenstra–Martinet heuristics for class groups, to bound the average rank of elliptic curves
over Q, and to show that most hyperelliptic curves over Q have few rational points (see, e.g., [6, 7],
[9]–[24], [36], [39], [42], [46] for these and further examples). The representations that have so far
been the most useful for the purpose fall into two categories, namely, prehomogeneous representations
having one relative invariant, and coregular representations having at least two relative invariants, with
the former parametrizing primarily field extensions and related objects, and the latter parametrizing
primarily algebraic curves together with additional data.

In this series of two articles, our purpose is to generalize the aforementioned counting methods
from the geometry of numbers so that they may be applied over an arbitrary global number or function
field. In this first article, we concentrate on the case of counting integral orbits in a prehomogeneous
vector space. Our primary application is the determination of the density of discriminants of field
extensions of degree less than or equal to 5 of any given global field.

Let F denote a global number or function field. A fundamental problem in arithmetic statistics
is to determine the densities of discriminants of field extensions of F having a fixed degree-n over F .
The case of n = 2 when F = Q (and the case of n = 1 for all F !) are trivial. When n = 3, even the
case F = Q is highly nontrivial and is a celebrated result of Davenport–Heilbronn [30]. Surprisingly,
even the case n = 2 is nontrivial for more general F and is a result of Datskovsky–Wright [28], who
also settle the case of n = 3 for general global fields F having characteristic not 2 or 3. The cases n = 4
and 5 for F = Q were carried out in [6, 7].

Let L be any field extension of F of finite degree. The norm of the relative discriminant of L
over F is given by the local product

N(Disc(L/F )) :=
∏

p/∈M∞

∏
w|p

|Disc(Lw/Fp)|−1
p , (1) eqnormdisc

where M∞ denotes the set of archimedean places of F , | · |p denotes the normalized absolute value at p,
and Fp and Lw respectively denote the completion of F at p and the completion of L at w. When F
is a function field, M∞ is empty.
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Our main theorem determines the number of isomorphism classes of field extensions L of F of
degree at most 5 having bounded relative discriminant:

thmainfield Theorem 1. For any n = 2, 3, 4 or 5, we let Nn(F,X) denote the number of isomorphism classes of
degree-n field extensions L of F weighted by (#Aut(L/F ))−1, whose normal closure over F has full
Galois group Sn, such that the norm of the relative discriminant of L over F is at most X if F is a
number field, and is equal to X if F is a function field. Let q(n, k) denote the number of partitions
of n into at most k parts.

(a) If F is a number field with r1 real embeddings and 2r2 complex embeddings, then

lim
X→∞

Nn(F,X)

X
=

1

2
Res
s=1

ζF (s)

(
#Sn[2]

n!

)r1( 1

n!

)r2 ∏
p/∈M∞

(
n∑
k=0

q(k, n− k)− q(k − 1, n− k + 1)

N pk

)
.

(2) eq:
numberfieldcount

(b) If F is a function field with field of constants Fq, then

lim
m→∞

Nn(F, q2m)

q2m
= (log q) Res

s=1
ζF (s)

∏
p

(
n∑
k=0

q(k, n− k)− q(k − 1, n− k + 1)

N pk

)
. (3) eq:

functionfieldcount

Here Sn[2] denotes the number of elements of order dividing 2 in the symmetric group on n letters.
We remark that the weight (#Aut(L/F ))−1 is equal to 1 for n ≥ 3 and is 1/2 for n = 2. The inclusion
of these weights yields a statement of Theorem 1 that is uniform in n. We note that Theorem 1 is new
even for n = 2 when F has characteristic 2 or 3. We note that Theorem 1(a) proves [5, Conjecture A]
for n ≤ 5. We conjecture that both parts of Theorem 1 hold for all n.

For any global field K, one may define its absolute discriminant DK as follows. If K is a
number field, then DK is the absolute value of the discriminant of K viewed as an extension of Q.
If K is the function field of a smooth projective and geometrically connected curve C over Fq, then
DK = q2g−2 where g is the genus of C. The norm of the relative discriminant of L over F is related to
the absolute discriminants of L and F by the following formula ([34]):

DL/D
[L:F ]
F = N(Disc(L/F )).

Therefore, the version of Theorem 1 where we instead order degree-n extensions of F by absolute
discriminant is a trivial consequence of Theorem 1.

We will actually prove much more general versions of Theorem 1. First, we count field ex-
tensions of F of degree n satisfying any collection of local conditions at finitely many places. In fact,
we will even allow for certain collections of local conditions at infinitely many places. For each place
p of F , let Σp be a set of isomorphism classes of étale algebras of degree n over Fp. We say that the
collection (Σp) is acceptable if, for all but finitely many p, the set Σp contains all étale algebras of degree
n over Fp that are unramified or have splitting type (12τ) where τ is an unramified splitting type of
dimension n − 2. Note when the characteristic of F is not 2, one of these two splitting possibilities
will happen if the discriminant is squarefree. We have the following asyptotic for the total number of
isomorphism classes of extensions L over F of degree n of bounded relative discriminant whose local
specification lies in (Σp), i.e., L⊗ Fp ∈ Σp for all p.

thmainfield2 Theorem 2. Let n = 2, 3, 4, or 5. Let Σ = (Σp) be an acceptable collection of local specifications for
degree-n extensions of F . Let Nn,Σ(F,X) denote the number of degree-n field extensions L with local
specifications in Σ, weighted by (#Aut(L/F ))−1, whose normal closure over F has full Galois group
Sn, such that the norm of the relative discriminant of L over F is at most X if F is a number field,
and is equal to X if F is a function field. Then

lim
X→∞

Nn,Σ(F,X)

X
= cRes

s=1
ζF (s)

∏
p

mp(Σp), (4) eq:
combinedcount
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where the constant c is 1
2 if F is a number field and log q if F is a function field, and where

mp(Σp) =


Np− 1

Np

∑
K∈Σp

|Disc(K/Fp)|p
#Aut(K/Fp)

if p /∈M∞,

∑
K∈Σp

1

#Aut(K/Fp)
if p ∈M∞.

When F is a function field, X only runs through the possible norms of relative discriminants in the
above limit.

If, for every p, the set Σp consists of all étale extensions of degree n of Fp, then the local masses
mp = mp(Σp) have been computed in [5], and Theorem 2 reduces to Theorem 1. Thus Theorem 2
gives an interpretation of the constants appearing in the asymptotics in Theorem 1 in terms of local
masses. Theorem 2 also yields the density of discriminants of degree-n extensions having squarefree
discriminant.

Theorem 2 can be used to prove a complement to the Chebotarev density theorem. If F is
a global field, and L is an Sn-extension of F unramified at a finite prime p of F , then the Artin
symbol at p for the Galois closure of L over F is defined as a conjugacy class in Sn. The Chebotarev
density theorem asserts that for fixed L and varying p, the value of the corresponding Artin symbol
is equidistributed amongst the conjugacy classes of Sn, where each class is weighted by its size. We
prove the analogous result for fixed p and varying L.

Theorem 3. Let F be a global field and let p be a finite prime of F . For n = 2, 3, 4, or 5, let Σ = (Σp)
be an acceptable collection of local specifications for degree-n extensions of F such that Σp consists of
all unramified degree-n étale extensions of Fp. Then, as L varies over degree-n field extensions with
local specifications in Σ whose Galois closure over F have Galois group Sn, the corresponding Artin
symbol at p is equidistributed across the conjugacy classes of Sn, where each conjugacy class is weighted
by its size.

We prove a further generalization of Theorem 2. Let Σ denote again any acceptable collection
of local specifications of degree-n extensions of F , and let S be any nonempty finite set of places of F
containing M∞. Define the relative S-discriminant DiscS(L/F ) of an extension L of F in the usual
way. Then the norm of DiscS(L/F ) is given by

N(DiscS(L/F )) :=
∏
p/∈S

∏
w|p

|Disc(Lw/Fp)|−1
p . (5) eqnormdiscS

We prove:

thmainfieldS Theorem 4. Let n = 2, 3, 4, or 5. Let Σ = (Σp) be an acceptable collection of local specifications
for degree-n extensions of F . Let S be a nonempty finite set of places of F containing M∞. Let
Nn,Σ,S(F,X) denote the number of degree-n field extensions L with local specifications in Σ, weighted
by (#Aut(L/F ))−1, whose normal closure over F has full Galois group Sn, such that the norm of the
relative S-discriminant of L over F is at most X if F is a number field, and is equal to X if F is a
function field. Then

lim
X→∞

Nn,Σ,S(F,X)

X
= cRes

s=1
ζF,S(s)

∏
p

mp,S(Σp), (6) eq:
combinedcount2

where ζF,S(s) =
∏

p/∈S(1 − (Np)−s)−1 is the partial zeta function and the constant c is 1
2 if F is a

number field and log q if F is a function field, and where

mp,S(Σp) =


Np− 1

Np

∑
K∈Σp

|Disc(K/Fp)|p
#Aut(K/Fp)

if p /∈ S,

∑
K∈Σp

1

#Aut(K/Fp)
if p ∈ S.

(7) eq:
localmassold
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When F is a function field, X only runs through the possible norms of relative S-discriminants in the
above limit.

We will use Theorem 4 to prove Theorem 2 (and hence Theorem 1). When F is a number field
and S = M∞, Theorem 4 reduces to Theorem 2. When F is the function field of a smooth projective
and geometrically connected curve C over Fq, we set S to be any nonempty finite set of closed points
and use Theorem 4 to count the number of degree-n extensions L, or equivalently, degree-n covers
C′ of C, having a fixed genus and prescribed splitting/ramification behavior at the chosen points; we
then sum over all the possible splitting/ramification behaviors at these points to obtain Theorem 2.
Theorem 4, with S taken to be the union of M∞ and all the places above 2, also allows a new, clean
proof of Theorems 1 and 2 via geometry of numbers when F is a number field and n = 2.

LetOS denote the ring of S-integers in F . In the case of function fields, OS is the ring of regular
functions on the affine curve obtained by removing the closed points in S. For any degree-n extension
L of F , the integral closure OL,S of OS in L is a projective module over OS of rank n. The structure
theory of projective modules over a Dedekind domain [37, Theorem 1.6] says that OL,S ' On−1

S × I as
OS-modules for some fractional ideal I of OS . The ideal class of I is called the S-Steinitz class of L.
As a byproduct of the proofs of Theorems 1 and 4, we obtain the following equidistribution result.

thm:
equidistribution

Theorem 5. Let F be a global field. Let S be a nonempty finite set places of F containing M∞.
For any n = 2, 3, 4 or 5, let Σ = (Σp) be an acceptable collection of local specifications for degree-n
extensions of F . Then the S-Steinitz classes of degree-n field extensions of F with local specifications
in Σ, whose normal closure has full Galois group Sn, are equidistributed in the class group of OS.

The result above was proven in the cases n = 2 or 3 and S = M∞ for the full family of degree-n field
extensions of F by Kable and Wright [35].

The cases n = 3 and n = 4 of Theorems 1 and 2 yield results on the average sizes of the 3-
torsion subgroups of the relative class groups of quadratic extensions of F and the 2-torsion subgroups
of the relative class groups of cubic extensions of F . For a finite extension L/F , recall that the relative
class group Cl(L/F ) is the kernel of the relative norm map NL/F : Cl(L)→ Cl(F ) from the class group
of L to the class group of F . Instead taking the kernel of the relative norm map between the narrow
class groups of L and F yields the relative narrow class group Cl+(L/F ). For a prime p, we let hp(L/F )
and h+

p (L/F ) denote the sizes of the p-torsion subgroups of Cl(L/F ) and Cl+(L/F ), respectively. To
state these theorems, we need to introduce some additional notation. Let F be a global field, and let
Σ = (Σp) be an acceptable set of local specifications for degree-n extensions of F . We say that Σ is
archimedeally pure if for every p ∈ M∞, the set Σp consists of a single element. For n = 2 and n = 3,
we define the quantities αn(Σ) as follows:

α2(Σ) := #{p : Fp = R; Σp = {R2}}; α3(Σ) := #{p : Fp = R; Σp = {R3}}. (8) eqalphapure

If F is a function field, then αn(Σ) = 0. We have the following result:

thclassgps Theorem 6. Let n = 2 or 3, and let F be a fixed global field. If F is a number field, we denote the
number of real completions of F by r1 and the number of conjugate pairs of complex completions of
F by r2. If F is a function field, we set r1 = r2 = 0. Let Σ be an acceptable archimedially pure
collection of local specifications for degree-n extensions of F . Let Sn,Σ(F,X) denote the set of degree-n
field extensions L with local specifications in Σ, whose normal closure over F has full Galois group Sn,
such that the norm of the relative discriminant of L over F is at most X if F is a number field, and
is equal to X if F is a function field. Then

(a) If n = 2, then

lim
X→∞

∑
L∈S2,Σ(F,X)

h3(L/F )

∑
L∈S2,Σ(F,X)

1
= 1 + 3−r2−α2(Σ) .
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(b) If n = 3, then

lim
X→∞

∑
L∈S3,Σ(F,X)

h2(L/F )

∑
L∈S3,Σ(F,X)

1
= 1 + 2−r1−2r2−α3(Σ);

lim
X→∞

∑
L∈S3,Σ(F,X)

h+
2 (L/F )

∑
L∈S3,Σ(F,X)

1
= 1 + 2−r1−2r2+α3(Σ).

When F = Q, Part (a) of the above theorem is a result of Davenport–Heilbronn [30] and Part
(b) is proved in [6]. For general global fields F having characteristic not 2 or 3, Part (a), for the full
family of quadratic fields, is due to Datskovsky–Wright [28].

Finally, we explore the average number of certain unramified nonabelian extensions of quadratic
extensions of a global field F . More precisely, given finite groups G ⊂ G′ and a quadratic extension
L of F , we say that K is a (G,G′)-extension of L if K is Galois over L with Galois group G, and the
Galois closure of K over F has Galois group G′. The average number of (G,G′)-extensions of quadratic
fields over Q, for (G,G′) = (An, Sn), (G,G′) = (Sn, Sn × C2) for n = 3, 4, 5, were determined in [8].
Here, we prove the analogous results for acceptable families of quadratic extensions of global fields F .

thurna Theorem 7. Let F be a fixed global field. If F is a number field, we denote the number of real
completions of F by r1 and the number of conjugate pairs of complex completions of F by r2. If F
is a function field, we set r1 = r2 = 0. Let Σ be an acceptable archimedially pure collection of local
specifications for quadratic extensions of F . For n = 3, 4, or 5, let EΣ(G,G′) denote the average
number of unramified (G,G′)-extensions of quadratic extensions L of F having local specifications in
Σ, where these fields L are ordered by the norm of their relative discriminant over F . Then

(a) EΣ(An, Sn) =
1

2
·
( 2

n!

)r2+α2(Σ)

·
( 1

(n− 2)!

)r1−α2(Σ)

;

(b) EΣ(Sn, Sn × C2) = ∞.

Note that the average values in Theorems 6 and 7 do not change with local conditions imposed
at finite places. The reason we have restricted to archimedially pure local specifications is that the
averages do depend on local specifications at infinite places.

Our proofs of these results extend the geometry-of-numbers techniques developed in [30, 6, 7]
so that they may be applied over arbitrary global fields. More precisely, we consider prehomogeneous
representations Vn of split (over Z) reductive groups Gn for 2 ≤ n ≤ 5 such that the Gn(F )-orbits of
Vn(F ) of nonzero discriminant parametrize degree-n étale extensions of F , with the exception in the case
n = 2 and F has characteristic 2 where the group G2 is non-reductive. These representations first arose
in a unified context in the work of Sato–Kimura [40], and the connection with field extensions was first
studied systematically in the work of Wright–Yukie [52]. The integral orbits of these representations
were classified in [31, 2, 3], and the rational orbits were then counted using this classification of
integral orbits via suitable geometry-of-numbers arguments, in [30, 6, 7]. In this paper, it is these
latter parametrization and counting methods that we aim to extend to general base fields.

One key difference in working over an arbitarary global field F rather than Q is that not all
OS-modules are free. In these cases, it is no longer sufficient to consider just the S-integral orbits
Gn(OS)\Vn(OS) to parametrize degree-n extensions of OS . The parametrization of ring extensions of
degrees up to 4 over an arbitirary base is due to Wood [50] [49], and this parametrization could be used
to prove our main theorems in these cases. However, we use a different approach and instead consider,
for each ideal class β of OS , orbits Γβ\Lmax

β , where Γβ is a subgroup of Gn(F ) commensurable with
Gn(OS) and Lmax

β is a Γβ-invariant subset of an additive subgroup Lβ of Vn(F ) commensurable with
Vn(OS). The subset Lmax

β of Lβ is defined by congruence conditions at every prime p of OS . These
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Γβ-orbits in Lmax
β are then shown to correspond to Sn-extensions whose S-Steinitz class is β. Our

approach works uniformly for all degrees n ≤ 5.
To count the number of Γβ-orbits in Lβ , we view Lβ as a lattice in Vn(FS) where FS =

∏
p∈S Fp.

We construct a fundamental domain R for the action of Γβ on Vn(FS), so that the set of Lβ-points
in this fundamental domain will be in bijection with the set of Γβ-orbits in Lβ . We then wish to
obtain asymptotics for the number of these orbits of bounded size by computing the volume of the
subset of the fundamental domain of bounded size. This is much easier when the relevant subset of
the fundamental domain is bounded, which is true only in the case n = 2. When n = 3, 4, 5, the
fundamental domains contain cusps that go off to infinity and we show that the number of points in
these cusps corresponding to Sn-extensions of F is negligible. When n = 3, it turns out no points in
the cusp region correspond to Sn-extensions. When n = 4, there are two cuspidal regions that contain
points corresponding to Sn-extensions, and when n = 5, there are hundreds of such cusps! We will
reduce this cusp analysis to the verification of certain combinatorial conditions on the characters of the
maximal torus of the derived subgroup of Gn that we prove hold over a general global field if and only
if they hold over Q (using the fact that Gn is split over Q). Since these conditions have been checked
over Q in [30, 6, 7], it follows that these conditions hold over arbitrary global fields.

To obtain the number of Γβ-orbits in Lmax
β from the number of Γβ-orbits in Lβ , we impose

congruence conditions at every prime ideal p of OS by multiplying together density functions at each p.
Since an infinite number of conditions are imposed, a uniformity estimate on the error term is required.
For n = 2, this is elementary. For n = 3, 4, 5, such a uniformity estimate over Q has been established
in [8] and, as we will see, only some mild modifications are required to generalize this estimate to
arbitrary global fields.

Finally, we must compute the volumes of some subsets of Vn(FS) and Vn(Fp) for p /∈ S. We use
a Jacobian change of variable formula to transfer these volume computations to Gn. Once we multiply
all the local volumes together and sum over the S-Steinitz classes, we find that we obtain essentially
the Tamagawa number of Gn, which in all our cases turns out to be 1. This completes the proof of
Theorem 4, and thus also of Theorems 1 and 2.

This article is organized as follows. In Section 2, we set up some notations, recall the formula for
the local masses mp, and the definition of the Tamagawa number of a reductive group over a global field.
In Section 3, we give the representations (Gn, Vn) for n = 2, 3, 4, 5 and describe the parametrization of
Sn-extensions via rational orbits and S-integral orbits. In Section 4, we count the number of S-integral
orbits and carry out the cusp analysis as described above. In Section 5, we impose the necessary
congruence conditions and prove the corresponding uniformity estimates needed to sieve. In Section 6,
we specialize to the congruence conditions required for counting field extensions. In Section 7, we
perform the corresponding local volume computations in terms of the Tamagawa number of the group
and the local masses. In Section 8, we combine together the results of the previous sections to prove
our main theorems with the restriction that the characteristic of F is not 2 if n = 2. In Section 9, we
introduce a new representation that parametrizes quadratic extensions that works in any characteristic
and prove our main theorems in the case n = 2 with no restriction on the characteristic of F .

We note that our methods may be applied to many other counting problems as well. For
example, they may be used to study the 3-torsion in the S-class groups of orders in quadratic extensions
of any base field, as well as the 2-torsion in the S-class groups of orders in cubic extensions, thus proving
new cases of the Cohen–Lenstra–Martinet heuristics for class groups. Finally, the counting methods
can eventually be extended to representations over F having more than one invariant, leading, e.g., to
a proof of the boundedness of the average rank of elliptic curves over an arbitrary global field F and
related results for average Selmer group sizes and curves of higher genus. These directions and the
corresponding requisite extensions of the methods will be discussed in the second article of this series.
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2 Preliminaries
sec:prelim

2.1 Notations
sec:notation

Throughout this paper, F is a fixed global field. That is, F is either a number field or the field of
rational functions of a smooth projective and geometrically connected algebraic curve C over Fq.

For every place p of F , denote by Fp the completion of F at p. When p is nonarchimedean,
denote by Op and k(p) the ring of integers and the residue field at p respectively. Let Np = |k(p)|
denote the norm of p. For any a ∈ Fp, define its p-adic norm by |a|p = (Np)−p(a) where p(a) denotes
the p-adic valuation of a. Since every fractional ideal I of Op is generated by an element a ∈ Fp

unique up to O×p , we define |I|p to be |a|p. Note that this is the inverse of the ideal norm. When F
is a number field and p is archimedean, we denote by | · |∞ the usual absolute value on R and define
|a|p = |NFp/R(a)|∞ for any a ∈ Fp. Then for any a ∈ F×, we have the product formula

∏
p |a|p = 1.

Let A denote the ring of adeles of F . For any adele a = (ap), we write |a| for the product∏
p |ap|p. For any finite set S of places containing M∞, let AS denote the ring of S-adeles of F , that

is, AS is the restricted direct product of Fp for p /∈ S. Denote by FS the product
∏

p∈S Fp. We embed
AS and FS in A by setting all other coordinates to 1, and continue to write | · | for the restrictions of | · |
on A. On FS , | · | is also called the S-norm. For any S-adele a = (ap), we write (a) for the fractional
ideal of OS such that (a)⊗Op = apOp for every p /∈ S. For any fractional ideal I of OS , let |I| denote
the product of |I ⊗Op|p as p runs through places not in S. Then |(a)| = |a| for any a ∈ AS .

2.2 The local masses mp

For any p /∈ S, the local masses mp(Σp), in the case that Σ is the set of all degree-n separable extensions
of F that are totally ramified at p, was computed in [41, Theorem 1]. When Fp = Qp and Σ consists
of all degree-n extensions with no local restrictions, the corresponding full mass mp = mp(Σp) was
computed in [5, Theorem 1.1]. The methods apply to general nonarchimedean local fields Fp to give

Np

Np− 1
mp =

∑
[K:Fp]=n
Kétale

|Disc(K/Fp)|p
#Aut(K/Fp)

=

n−1∑
k=0

q(k, n− k)

(Np)k
. (9) eq:

localmassfinite

When Fp = R, we have ([5, Proposition 2.4])

mp =
∑

[K:R]=n
Kétale

1

#Aut(K/R)
=

#Sn[2]

n!
. (10) eq:localmassR

When Fp = C, a degree-n étale extension of C can only be Cn and so we have

mp =
∑

[K:C]=n
Kétale

1

#Aut(K/C)
=

1

n!
. (11) eq:localmassC

2.3 Tamagawa number of a reductive group over F
sec:tam

In this section, we first recall the definition of the Tamagawa number of a reductive group G over a
global field F where the (global) character group has rank 1. See [38, Chapitre I, §5] for the definition
in more general cases.

Let ωG denote a top degree left-invariant differential form on G defined over F . For every place
p, write ωG,p for the associated Haar measure on G(Fp). Let S be a nonempty finite set containing all
the archimedean places. Then the Tamagawa measure τG of G(A) is defined by

τG =
D
− dimG

2

F

Res
s=1

ζS(s)

∏
p/∈S

Np

Np− 1
ωG,p

∏
p∈S

ωG,p.
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We note that this measure is independent of the choice of S. Let χ denote a basis element for the
character group. Let G(A)1 denote the subgroup of G(A) consisting of elements g such that |χ(g)| = 1.
The Tamagawa number of G is defined to be the volume of G(F )\G(A)1 with respect to a Haar measure
τ1
G on G(A)1 defined as follows.

When F is a number field, there is an embedding of R+ in G(A) sending each λ ∈ R+ to
the adele ι(λ) so that |χ(ι(λ))| = λ and that via this embedding, one may write G(A) as a Cartesian
product G(A) ' G(A)1 × R+. Then τ1

G is the Haar measure of G(A)1 such that

τG = τ1
G × d×λ

where d×λ = dλ/λ is the usual multiplicative measure on R+.
When F is a function field with field of constants Fq, G(A)1 is an open subgroup of G(A) and

τ1
G is the Haar measure on G(A)1 defined by

τ1
G =

τG|G(A)1

log q
.

It is known that the Tamagawa number of a reductive group over F whose derived group is a
product of SLk’s is 1 ([38, Chapitre III, Théorème 5.3]).

3 Parametrization of quadratic, cubic, quartic, and quintic ex-
tensions of a fixed global field

sec:param

Let F be a fixed global field. Our goal in this section is to parametrize quadratic, cubic, quartic,
and quintic extensions of F in terms of certain orbits of prehomogeneous representations. The repre-
sentation we give here for n = 2 does not parametrize quadratic extensions in the case when F has
characteristic 2; however, in Section 9, we will describe a different (though slightly more complicated
and non-reductive) representation that will apply in all characteristics. We have chosen to keep the
representation listed here for simplicity of exposition in the cases when the characteristic of F is not
2. For n = 2, 3, 4, and 5, we define the prehomogeneous representations (Gn, Vn) as in Table 1.

n Gn Vn Action
2 Gm Ga g · v := g2v

3 GL2 Sym3(2) g · f(x, y) := det(g)−1f((x, y) · g)

4 GL2×GL3 /{(λ2, λ−1)} 2⊗ Sym2(3) (g2, g3) · (A,B) := (g3Ag
t
3, g3Bg

t
3)gt2

5 GL4×GL5 /{(λ2, λ−1)} 4⊗ ∧2(5) (g4, g5) · (A,B,C,D) := (g5Ag
t
5, g5Bg

t
5, g5Cg

t
5, g5Dg

t
5)gt4

Table 1: Prehomogeneous representations parametrizing degree-n extensions tablereps

In Table 1, λ ∈ GLk denotes the element in the center of GLk with λ’s on the diagonal. In the cases
n = 4 and 5, the actions listed are the actions of GL2×GL3 and GL4×GL5, respectively, on Vn.
It is easy to check that the subgroup {(λ2, λ−1)} of Gn acts trivially, and thus the action descends
to an action of Gn of Vn. Each of these groups Gn are reductive, and their (global) character groups
Hom(Gn,Gm) all have rank 1. Let χ be a generator of Hom(Gn,Gm). Then χ is unique up to inversion
and for n = 2, 3, 4, and 5, we may take χ to respectively be

χ(g) = g,

χ(g) = det(g),

χ(g2, g3) = det(g2)3 det(g3)4,

χ(g4, g5) = det(g4)5 det(g5)8.

(12) eqchi
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The representations (Gn, Vn) are prehomogeneous, that is, the action of Gn(C) on Vn(C) con-
sists of a single open orbit (in the Zariski topology); see [40]. It follows that for each n, the ring of
relative invariants for the representation Vn of Gn is generated by a single element which we refer to
as the discriminant and denote by ∆ = ∆n. The condition of being a relative invariant means that
∆n(g · v) = χ(g)k∆n(v) for g ∈ Gn(C) and v ∈ Vn(C) for k independent of g and v. It is easy to check
that k = 2 in all our cases. We note that the constant c in Theorems 1, 2 and 4 when F is a number
field arises as 1/k.

For any v ∈ Ga, we have ∆2(v) = v. For any binary cubic form ax3 + bx2y + cxy2 + dy3 ∈
Sym3(2), we have

∆3(ax3 + bx2y + cxy2 + dy3) = b2c2 − 4ac3 − 4b3d− 27a2d2 + 18abcd.

For any pair ternary quadratic forms viewed formally as 3× 3 symmetric matrices

(A,B) =

 a11
1
2a12

1
2a13

1
2a12 a22

1
2a23

1
2a13

1
2a23 a33

 ,

 b11
1
2b12

1
2b13

1
2b12 b22

1
2b23

1
2b13

1
2b23 b33

 ,

we have
∆4(A,B) = ∆3(4 det(Ax−By)).

The polynomial ∆5 is homogeneous in the coordinates of 5× 5 alternating matrices A,B,C,D of total
degree 40.

The reason why the representations in Table 1 are particularly interesting is due to the following
parametrization theorem.

thfieldparamR Theorem 8. Suppose R is a ring. Then there is a map θR from the set of Gn(R)-orbits on Vn(R)
to the set of rings of rank n over R. Suppose that 2 is invertible in R when n = 2. Then θ has the
following properties:

(a) When R is a PID, θR is a surjection and is a bijection when restricted to the preimages of
maximal rank n rings over R. Furthermore if v ∈ Vn(R) with θR(v) maximal, then

Aut(θR(v)/R) ∼= StabGn(R)(v),

where Aut(θR(v)/R) denotes the group of automorphisms of θR(v) fixing R, and where for sim-
plicity we write θR(v) for θR(Gn(R)v).

(b) When R is a Dedekind domain, we have for any v ∈ Vn(R),

Disc(θR(v)/R) = (∆n(v)).

We say a rank n ring over R is maximal if it is not strictly contained in any other rank n ring
over R. In particular, since every étale ring of rank n over a field is maximal, we have the following
particular case of Theorem 8 for the parametrization of degree-n fields, which was the main theorem
of Wright–Yukie [52]:

cor:
fieldparam

Theorem 9. Let K be a field. There is a bijection θK between the set of Gn(K)-orbits on Vn(K)
having nonzero discriminant and the set of étale degree-n extensions of K. For any v ∈ Vn(K), we
have

Aut(θK(v)/K) ∼= StabGn(K)(v).

Proof of Theorem 8. The set of Gn(Z)-orbits of a vector v ∈ Vn(Z) have been determined in [31, 2, 3, 4]
by explicitly writing down multiplication tables for a corresponding ring of rank n over Z and for its
resolvent ring. The same multiplication tables define in general rings of rank n over R and its resolvent
ring, for any v ∈ Vn(R), and agree with the construction of Wright–Yukie [52] in Theorem 9 when R
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is a field. Forgetting about the resolvent ring gives our map θR. When R is a PID, maximal rank n
rings over R have unique resolvent rings ([31, §15], [3, Corollary 5], and [4, Corollary 3]). Hence θR,
when restricted to the preimages of maximal rings, is a bijection.

The stabilizer statement follows also from the construction of the multiplication table. The
case n = 2 is immediate. We now consider the case n = 3, 4, or 5. Suppose R is a PID. Let v be an
element of Vn(R) with R′ = θR(v) maximal and hence has a unique resolvent ring S. Since R is a PID,
the quotients R′/R and S/R are free. An automorphism of R′ over R induces an automorphism of
R′/R and an automorphism of S/R which under the identification of these quotients as free R-modules
gives an element of Gn(R) stabilizing v. Conversely, an element g of Gn(R) induces an automorphism
of R′, as a free R-module, which is a ring homomorphism if g stabilizes v.

For the discriminant statement when n > 2, from the multiplication table we see that for any
Dedekind domain R and any v ∈ Vn(R), Disc(θR(v)/R) is the ideal of R generated by a polynomial

∆̃n(v) in the coordinates of v. Moreover, for any g ∈ Gn(R), one has ∆̃n(g.v) = χ(g)2∆̃n(v). Hence

∆̃n is a constant multiple of ∆n. Computing both at a particular v shows that this constant is a unit.
The discriminant statement when n = 2 is clear. �

We would like to describe a degree-n extension L of F integrally. By Corollary 9, there exists
an element v ∈ Vn(F ) unique up to the action of Gn(F ) such that θF (v) = L. Let S be a fixed
nonempty finite set of places containing M∞. Suppose further that S contains all the places above 2
if n = 2. For any place p /∈ S, let OL,p denote the integral closure of Op in L and let vp be an element
of Vn(Op) unique up to the action of Gn(Op) such that θOp

(vp) = OL,p.
We would like patch these vp together into a global integral element. Since θFp

(v) = θFp
(vp) =

Lp, there exists gp ∈ Gn(Fp) such that vp = gpv. The adele (gp) ∈ Gn(AS) is well-defined up to
translation by

∏
p/∈S Gn(Op) on the left and by Gn(F ) on the right and so it defines an element in the

corresponding double coset space clS . We fix a representative β ∈ Gn(AS) for each double coset and
write clS again for this set of representatives. Then we have the decomposition

Gn(AS) =
∐
β∈clS

(∏
p/∈S

Gn(Op)
)
βGn(F ). (13) eqstrongapproximation0

The set clS is finite due to the works of Borel [25] and Borel–Prasad [26]. There then exists a unique
β ∈ clS and some g ∈ Gn(F ) such that (gp) ∈

∏
p/∈S Gn(Op)βg. The element v′ = g.v corresponds also

to the field L and lies in
Lβ := Vn(F ) ∩ β−1

∏
p/∈S

Vn(Op)
∏
p∈S

Vn(Fp). (14) eq:Lbeta

Moreover, as fractional ideals of OS , we have

DiscS(L) =
∏
p/∈S

Disc(Lp/Fp) =
∏
p/∈S

(∆n(vp)) = (χ(β)2∆n(v′)).

Note that Lβ is an additive subgroup of Vn(F ) commensurable with Vn(OS).
We have now associated to a degree-n extension L over F an element v′ ∈ Vn(F ) that is OS-

integral up to finite denominators and such that DiscS(L) and ∆n(v′) are equal up to a fixed bounded
factor. How unique is such a v′?

For nonarchimedean places p, we say that an element v ∈ Vn(Op) is maximal at p if θOp
(v) is

maximal. We say that an element v ∈ Lβ is S-maximal if β · v, when viewed as an element of Vn(Op)
is maximal at p for all p /∈ S. Denote the set of S-maximal elements of Lβ by Lmax

β . Then it is clear
that v′ ∈ Lmax

β .

prop:unique Proposition 10. If v1, v2 ∈ Vn(Op) are maximal, then any g ∈ Gn(Fp) such that g · v1 = v2 is an
element of Gn(Op). In particular, If v ∈ Vn(Op) is maximal, then StabGn(Op)(v) = StabGn(Fp)(v).

Proof. Since v1, v2 are maximal and correspond to the same field, they also correspond to the same
ring. By Theorem 8, θOp

is a bijection when parameterizating maximal rings. Hence there exists
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g0 ∈ Gn(Op) such that g0 · v1 = v2. Then g−1
0 g is in StabGn(Fp)(v1) and we see that the two assertions

in the proposition are in fact equivalent. We prove the stabilizer statement instead. By Theorem 8,
we have

StabGn(Op)(v) ∼= Aut(θOp
(v)/Op) = Aut(θFp

(v)/Fp) ∼= StabGn(Fp)(v),

as desired.

As a consequence, if v1 and v2 are two elements in Lmax
β that are equivalent via some element

g of Gn(F ), then g must be an element of Γβ , where

Γβ := Gn(F ) ∩ β−1
(∏
p/∈S

Gn(Op)
∏
p∈S

Gn(Fp)
)
β. (15)

Therefore, we conclude that v′ is unique up to the action of Γβ .
We summarize the above discussion in the following theorem.

thmainparam Theorem 11. We have a bijection

{degree-n extensions of F having nonzero discriminant} ←→
⋃
β∈clS

(Γβ\Lmax
β ).

Furthermore, if L is a degree-n extension corresponding to v′ ∈ Lβ for some β ∈ clS under this
bijection, then

DiscS(L) = (χ(β))2(∆n(v′)).

As a consequence, the S-Steinitz class of L is the OS-ideal class of (χ(β)).

Proof. Only the last statement on the S-Steinitz class needs to be justified. When n = 2, this is
clear. When n > 2, it follows immediately from a result of Artin [1] (see also [35, Proposition 3.3]):
let δL/F ∈ F× be the discriminant of the trace form with respect to some F -basis of L; then there
is a fractional ideal a of OS such that DiscS(L) = (δL/F )a2 and moreover, the ideal class of a is the
S-Steinitz class of L.

4 Counting S-integral orbits over global fields
sec:count

Let F be a fixed global field.
We say that an element v ∈ Vn(F ) is generic if the degree-n extension L of F corresponding to

v is a field extension of F , and the Galois group of the normal closure of L over F is Sn. For a subset
U of Vn(F ), we denote the set of generic elements in U by Ugen .

For the rest of this section, we fix a nonempty finite set S of places of F containing M∞.
Since the purpose of this section is to count the number of S-integral orbits instead of counting field
extensions, we make no assumption on the characteristic of F or S when n = 2. For any positive real
number X and any subset U of Vn(F ), we denote by UX the set of elements of U whose discriminants
have S-norm less than X when F is a number field and S-norm equal to X when F is a function field.
If H is a subgroup of Gn(F ) that preserves U , then we let N(U,H;X) denote the number of generic
H-orbits on UX , where each orbit H · v is counted with weight 1/# StabH(v).

By Theorem 11, it suffices to count the number of S-integral orbits such that the S-norm of
the ∆n-invariant is bounded. Since we need to impose congruence conditions later, we consider the
more general case of a sublattice L of Vn(F ) that is commensurable with Vn(OS) and a subgroup Γ
of Gn(F ) preserving L that is commensurable with Gn(OS). Our goal in this section is to determine
asymptotics for N(L,Γ, X). We do this by constructing a fundamental domain for the action of Γ on
Vn(FS) and counting the number of L-points via suitable geometry-of-numbers arguments.
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4.1 Reduction Theory
sec:fund

Let S denote a set of places of F containing M∞, and let FS =
∏

p∈S Fp. In this section, we construct
a fundamental domain for the action of Γ on Vn(FS) by constructing a fundamental domain F for the
action of Γ on Gn(FS) via left multiplication, a fundamental domain R for the action of Gn(FS) on
Vn(FS), and then taking F ·R as a multiset (so it is in bijection with F ×R).

The set R can be taken as a finite discrete set. By Theorem 8, the set of Gn(FS)-orbits on
Vn(FS) is in bijection with the set of all S-specifications. Here an S-specification is a collection (Lp)p∈S
of degree-n étale extensions Lp of Fp for each p ∈ S. For each such S-specification σ, we let Vn(FS)(σ)

denote the set of elements (vp)p∈S ∈ Vn(FS) such that the extension corresponding to vp is Lp for
every p ∈ S. We also fix some vσ in each Vn(FS)(σ). Then we may take R to be the collection of the
vσ’s. In what follows, we will fix an S-specification σ and consider only Vn(FS)(σ). We define Aut(σ)
by

Aut(σ) :=
∏
p∈S

Aut(Lp).

Then the stabilizer in Gn(FS) of every element in Vn(FS)(σ) is isomorphic to Aut(σ) by Theorem 8.
We have the following theorem whose proof is identical to that of [15, §2.1].

thmfunddomain Theorem 12. Let F denote a fundamental domain for the action of Γ on Gn(FS). For any fixed
vσ ∈ Vn(FS)(σ), the multiset F · vσ is an #Aut(σ)-fold cover of a fundamental domain for the action
of Γ on Vn(FS)(σ). More precisely, for v ∈ Vn(FS), we have

#{g ∈ F : g · vσ = v} = #Aut(σ)/# StabΓ(v).

Fix any positive real number X. Recall the basis χ for the group of characters of Gn defined
in (12) and define Gn(A)1 to be the subset of Gn(A) consisting of adeles g such that adele norm

|χ(g)| is 1. Similarly define Gn(FS)1 via its natural embedding in Gn(A). Let Gn(FS)
(σ)
X denote the

subset of Gn(FS) consisting of S-adeles g such that the adele norm |χ(g)|2 is at most (resp., equal to)
X/|∆n(vσ)| when F is a number field (resp., when F is a function field). For any g ∈ Gn(OS), we have
|χ(g)|p = 1 for every p /∈ S while the product

∏
p |χ(g)|p = 1 by the product formula. Hence the group

homomorphism χS : Gn(FS) → R+ defined by χS(g) =
∏

p∈S |χ(g)|p is trivial on Gn(OS). Since Γ is
commensurable to Gn(OS), we see that χS(g) is a root of unity for any g ∈ Γ. Hence Γ is contained

in the kernel of χS and preserves Gn(FS)
(σ)
X . Let F(X) denote a fundamental domain for the action of

Γ on Gn(FS)
(σ)
X , then F(X) · vσ is an #Aut(σ)-fold cover of a fundamental domain for the action of Γ

on Vn(FS)
(σ)
X .

To construct F(X), we recall the reduction theory developed by Springer [45]. Let P be a
minimal parabolic subgroup of Gn. Let T be a maximal split torus of Gn contained in P , and let N
be the unipotent radical of P . Finally, let ∆ denote a set of simple roots. That is, ∆ is a basis for the
set of positive roots defined by P .

We use the following coordinates for T and ∆:

n = 2; T = 1;

n = 3; T =
{(

s−1
1

s1

)}
, ∆ = {s2

1};

n = 4; T =

{(
s−1
1

s1

)
,

( s−2
2 s−1

3

s2s
−1
3

s2s23

)}
, ∆ = {s2

1, s
3
2, s

3
3};

n = 5; T =


(s−3

1 s−2
2 s−1

3

s11s
−2
2 s−1

3

s11s
2
2s

−1
3

s11s
2
2s

3
3

)
,


s−4
4 s−3

5 s−2
6 s−1

7

s14s
−3
5 s−2

6 s−1
7

s14s
2
5s

−2
6 s−1

7

s14s
2
5s

3
6s

−1
7

s14s
2
5s

3
6s

4
7


 , ∆ = {s4

1, s
4
2, s

4
3, s

5
4, s

5
5, s

5
6, s

5
7};

(16)
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Set S∞ to be M∞ when F is a number field and to be any (fixed) nonempty subset of S when
F is a function field. For any positive constants c and c′, define:

T (c) = {t = (tp)p∈S∞ ∈ T (FS∞) : |α(t)| ≥ c,∀α ∈ ∆},

T (c, c′) = {t ∈ T (c) : || log |tv|v
log |tv′ |v′

||∞ ≤ c′,∀v, v′ ∈ S∞},

where we identify T with Grm, view log |tv|v/ log |tv′ |v′ as an element of Rr and where || · ||∞ denotes
the supremum norm on Rr. Then by [45, Remark 2.2] there exist positive real numbers c, c′, a compact
subset N ′ ⊂ N(FS∞), and a compact subgroup K ′ of Gn(FS) such that

Gn(FS)1 = Gn(OS)N ′T (c, c′)K ′. (17) eq:Spred

We remark that in [45], the set T (c) is defined by |α(t)| ≤ c. Since we want a fundamental domain
for the left action of Gn(O) on Gn(FS), we need to apply inverses to the results of [45]. The extra
parameter c′ comes from computing T (OS)\T (c) using the fact that the image of O×S in R|S∞| under
the map t 7→ (log |tv|v) is a lattice of rank |S∞| − 1 in the hyperplane H : x1 + · · · + x|S∞| = 0 with
compact quotient.

The subset N ′T (c, c′)K ′ is called a Siegel domain D0. Since Γ is commensurable with Gn(OS),
there exists a finite set of elements g1, . . . , gk ∈ Gn(F ) such that the union ∪ki=1giD0 of translates of
D0 contains a fundamental domain Ω for the action of Γ on Gn(FS)1. To obtain F(X) or F , we use
the center of Gn to apply a scaling as follows. We write g(λ) for the element of the center of Gn that
scales every coordinate of Vn by λ. When F is a number field, there is an embedding ι of R+ into
Gn(FS) sending λ ∈ R+ to the adele ι(λ) that is g(λκ) at every infinite place and is 1 at every finite
place in S where κ is a positive real constant chosen so that the S-norm |χ(ι(λ))| is λ. Let ΛX be the
image of this embedding of the interval (0, (X/|∆n(vσ)|)1/2]. Then we may take F(X) to be ΛXΩ. We
let Λ denote the entire image of ι and set F = ΛΩ.

When F is a function field of characteristic p, one could let ΛX be an arbitrary (fixed) element

of Gn(FS)
(σ)
X and take ΛXΩ to be F(X). We will use this construction when we later compute the

various volumes to obtain the main term of the estimate. However in order for the shape of the
fundamental domain to remain the same as X grows, for the purpose of a controllable error term, we
make the following modification. We fix an embedding of Fp(u) into F . Precomposing it with the map
Z→ Fp(u) sending m to um, and postcomposing it with the embedding of F into FS that is the natural
embedding at all the places of S∞ and is the constant 1 at all other places, give an embedding Z→ FS .
Next we postcompose it with the embedding of FS into Gn(FS) sending λ to g(λ) as described above.
Denote by ι the resulting embedding Z → Gn(FS). Let Λ denote the image of ι. A finite union of
right translates of the set ΛΩ then forms a fundamental domain F for the action of Γ on Gn(FS).
Note that one may combine these right translates with the compact subgroup K ′. We set F(X) to be

the intersection of F with Gn(FS)
(σ)
X . Of course, we only consider X when this set is nonempty, for

otherwise there are no orbits such that the S-norm of the ∆n invariant is X.
We summarize the above construction in the following theorem.

thm:fundG Theorem 13. There exists a subset D of Gn(FS) of the form ΛN ′T (c, c′)K ′′ where Λ is a subset of
the center of Gn(FS), where N ′ and T (c, c′) are as above, and where K ′′ is a finite union of right
translates of a compact subgroup K ′ of Gn(FS), such that a fundamental domain for the left action of
Γ on Gn(FS) is contained in a finite union of translates giD, with gi ∈ Gn(OS), for i = 1, . . . , k.

For each i = 1, . . . , k, let Fi denote F ∩ giD. Then F is the disjoint union of F1, . . . ,Fk.

4.2 Averaging

Theorem 12 implies that we have

N(L(σ),Γ;X) =
1

#Aut(σ)
#
{
F(X) · vσ ∩ Lgen

}
.
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When F is a number field, we define G0 ⊂ Gn(FS) to be some fixed product of nonempty open bounded
semialgebraic sets G′0 ⊂ Gn(FM∞) and nonempty open compact sets G′′0 ⊂ Gn(FS\M∞). When F is a
function field, we set G0 to be some fixed nonempty open compact subset of Gn(FS). Suppose further
that |χ(g)| > 1 for every g ∈ G0.

We have the following equalities used in [7]:

N(L(σ),Γ;X) =
1

Vol(G0)#Aut(σ)

∫
g∈G0

#
{

(Fg · vσ)X ∩ Lgen
}
dg

=
1

Vol(G0)#Aut(σ)

∫
g∈F

#
{

(gG0 · vσ)X ∩ Lgen
}
dg

=
1

Vol(G0)#Aut(σ)

k∑
i=1

∫
g∈Fi

#
{

(gG0 · vσ)X ∩ Lgen
}
dg,

(18) eqavg

where dg is any Haar-measure on Gn(FS) and the volume of G0 is taken with respect to dg.
The action of g−1

i on Vn(F ) takes L to a different lattice and preserves generic elements and
the S-norms of their discriminants. Then we have∫

g∈Fi
#
{

(gG0 · vσ)X ∩ Lgen
}
dg =

∫
g∈g−1

i Fi
#
{

(gG0 · vσ)X ∩ g−1
i L

gen
}
dg. (19) eqdivide

Since g−1
i L is also a lattice in Vn(FS), the S-norms of nonzero coefficients of elements in g−1

i L are
uniformly bounded from below by a positive constant ci > 0.

Let Var denote the set of coefficients of V . For α ∈ Var, let w(α) denote the quantity by
which an element of ΛT scales α. Then w(α) is a monomial in λ and the si. It is easy to see that the
exponent of λ appearing in the weight of each α ∈ Var is the same. We define a partial order ≤ on
Var, where we set α ≤ β if the weight w(βα−1), when viewed as a character of T is positive; that is, it
is a product of nonnegative powers of the si. In all our cases, Var contains an element α0 with α0 ≤ α
for all α ∈ Var. For V3 we have α0 = a, the coefficient of x3, for V4 we have α0 = a11, and for V5 we
have α = a12. Since our representations are not trivial, we see that the powers of every si in w(α0)
is negative. Let F ′i,X denote the set of elements g ∈ Fi such that (g−1

i gG0 · vσ)X contains elements
whose α0-coefficients have S-norm at least ci. It follows that if g ∈ Fi\F ′i,X , then every element of

(g−1
i gG0 · vσ)X ∩ g−1

i L has α0-coefficient equal to 0.
We call the set g−1

i F ′i,XG0 ·vσ “the main body” and the set g−1
i (Fi\F ′i,X)G0 ·vσ “the cuspidal

region”. In the §4.5 and §4.3, we prove respectively that the number of non-generic elements in the
main body is negligible and that the number of generic elements in the cuspidal region is negligible.

4.3 The number of generic elements in the cusp is negligible
sec:

cuspgensmall Let L be some fixed lattice in Vn(FS) that is commensurable with Vn(OS). We will apply the result of
this section when L = g−1

i L. The S-norms of the nonzero coefficients of elements in gG0 · vσ ∩ L for

g ∈ D are uniformly bounded from below, say by some constant c0 > 0. Write DX = D ∩Gn(FS)
(σ)
X .

and let D′X denote the set of elements g ∈ DX such that gG0 ·vσ contains elements whose α0-coefficients
have S-norm at least c0. Since |χ(g)|, for any g ∈ G0, is bounded below and above by an absolute
constant, it suffices to prove the following theorem.

Theorem 14. We have ∫
g∈DX\D′X

#{gG0 · vσ ∩ Lgen}dg = O(X1−εn) (20) eqcuspcutoff

where εn = 1 when n = 2 or 3 and εn = 1/dn when n = 4 or 5; here dn is the dimension of Vn.
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Proof. When n = 2 or n = 3, the theorem is immediate because every v ∈ gG0·vσ∩L, with g ∈ DX\D′X ,
satisfies α0(v) = 0, which implies that v is not generic. When n = 4 or n = 5, we proceed as in [7].

For a subset U ⊂ Var, let L(U) denote the set of elements of L such that: for every α ∈ U ,
α(v) = 0 for every v ∈ L(U); and for every α /∈ U , there exists v ∈ L(U) such that α(v) 6= 0. There
are characters δn of the torus (not involving the center) such that the measure δn(s)d×λdnd×sdk is a
(left-invariant) Haar measure on Gn(FS), where dk is the measure on K ′′ obtained from translating
the Haar-measure on K ′, dn is a Haar-measure on N(FS∞) and d×s denotes

∏
dsi/si. When F is a

number field, we have the embedding ι of R+ into the center of Gn(FS) and d×λ is the push forward
of the measure dλ/λ on R+. When F is a function field, then d×λ is 1 (i.e., it does not appear in the
Haar measure). The characters δn(s) are given by:

δ2(s) = 1,

δ3(s) = s−2
1 ,

δ4(s) = s−2
1 s−6

2 s−6
3 ,

δ5(s) = s−8
1 s−12

2 s−8
3 s−20

4 s−30
5 s−30

6 s−20
7 .

Write Λ′X for ΛX when F is a number field and for ι(m) when F is a function field where m
is the integer such that X/|∆n(vσ)| lies between |ι(m)| and |ι(m + 1)|. By definition of T and N , we
see that there exists a compact subset N ′′ ⊂ N(FS∞) such that for any t ∈ T (c) and any n ∈ N ′,
t−1nt ∈ N ′′. Hence any element of DX has the form gk where g ∈ Λ′XT (c, c′) and k belongs to the
compact set N ′′K ′. It suffices to prove the estimate∫

g∈Λ′XT (c,c′)

#{gkG0 · vσ ∩ L(U)gen}|δn(s)|d×sd×λ� X1−1/dn , (21) eqcutcusp

for any k ∈ N ′′K ′ for all sets U ⊂ Var containing α0, where the implied constant does not depend on
k. As in the proof of [7, Lemma 11] it suffices to prove the theorem for sets U that are closed under
the partial order ≤, meaning that if β ∈ U and α ≤ β, then α ∈ U . Also note for g = λs ∈ Λ′XT

′, the
set gkG0 · vσ ∩ L(U) is empty unless w(α)� 1 for all α /∈ U .

To count the number of lattice points, we use the following result from the geometry of numbers.

davgen Proposition 15. Let E be R (resp. FS) if F is a number field (resp. function field and S is a
nonempty set of places). Let n be a positive integer. Let B be an open bounded and semialgebraic
subset of En (resp. an open compact subset of En). Let K be any subset of GLn(E) (resp. an open
compact subset of GLn(E)). Let c be a real constant. Let L be a lattice in En. Then for any k ∈ K
and any t = diag(t1, . . . , tn) ∈ GLn(E) with the additional condition, when F is a function field, that
|ti|v/|ti|v′ < c for any v, v′ ∈ S,

#{tkB ∩ L} = VolL(tkB) +O(Vol(proj(tkB))), (22) eq:daven

where Vol is some fixed volume measure on En, VolL is a constant multiple of Vol such that En/L has
volume 1, and Vol(proj(tkB)) denotes the greatest d-dimensional volume of any projection of tkB onto
a coordinate subspace obtained by equating n− d coordinates to zero, where d takes all values from 1 to
n−1. The implied constant in the second summand depends only on E, n, B, c, L and in the function
field case, also on K.

When F is a number field, this result follows from Davenport [29] where the dependency on
B is through the number and the degrees of the polynomial inequalities that define B which stay the
same when a linear change of variable is applied. When F is a function field, see Proposition 33 in
Appendix A.

Using Proposition 15 with B = G0 · vσ and K = N ′′K ′, we have for any k ∈ K and for any
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nonnegative real numbers kα,∫
g∈Λ′XT (c,c′)

#{gkG0 · vσ ∩ L(U)gen}d×λd×s

�
∫
g∈Λ′XT (c,c′)

(∏
α 6∈U

|w(α)|
)
|δn(s)|d×sd×λ

�
∫
g∈Λ′XT (c,c′)

(∏
α 6∈U

|w(α)|
)( ∏
α∈min(U)

|w(α)|kα
)
|δn(s)|d×sd×λ

� X

∫
g∈Λ′XT

′

(∏
α∈U
|w(α)−1|

)( ∏
α∈min(U)

|w(α)|kα
)
|δn(s)|d×sd×λ.

Therefore, to prove (21) for a set U , it suffices to find nonnegative real numbers kα for α /∈ U such that∑
kα < #U and the exponents of each si in

(∏
α∈U w(α)−1

)(∏
α∈min(U) w(α)kα

)
δn(s) are negative.

The condition
∑
kα < #U implies that the exponent of λ is also negative.

We now prove the theorem for n = 4. Every element (A,B) ∈ L with a11 = b11 = 0 (resp.
a11 = a12 = a13 = 0 or a11 = a12 = a22 = 0) is reducible because one of the four points in P2(F̄ )
corresponding to (A,B) is rational (resp. det(A) = 0; thus the cubic resolvent of (A,B) is reducible).
Thus it is enough to consider sets U equal to {a11} and {a11, a12}. For U = {a11}, we can take the
weight 1: that is kα = 0 for all α. For U = {a11, a12}, we take the weight w(a12): that is kα = 1 for
α = a12 and 0 for all other α. The proof of the theorem when n = 5 follows in an identical fashion
from [7, Lemma 10] and [7, Table 1].

4.4 The main term

With notation as above, we have the following lemma.

Lemma 16. For g ∈ g−1
i F ′i,X , we have

#{(gG0 · vσ)X ∩ L} = VolL
(
(gG0 · vσ)X

)
+O(X|w(α0)|−1/d),

where the volume is computed with respect to the Haar-measure of Vn(FS) normalized so that L has
covolume 1 in Vn(FS) and where d is the degree of F over Q when F is a number field and is 1 when
F is a function field.

Proof. Since the projection of gG0 · vσ onto Vn(FS\S∞) is open compact, we may replace L by a union
of finitely many lattices in Vn(FS∞) and applying Proposition 15 to each of these lattices gives the main
term. The error term is then the maximum of the volumes of the images onto coordinate hyperplanes
of Vn(FS∞). Since α0 has minimal weight, we see that to achieve the maximum of the volumes (up
to a bounded constant), we must include all the coordinate hyperplanes away from α0. We are thus
done in the function field case by Proposition 15. When F is a number field, Vn(FS∞) is a real vector
space of dimension dim(Vn)d. By the definition of T (c, c′), the projection of (gG0 · v0)X onto the d
R-coordinates corresponding to α0 all have sizes bounded above and below by an absolute constant
times |w(α0)|1/d, and the maximum of the volumes of all projections, up to a bounded constant, is
then achieved by taking one of these d coordinates and projecting onto the coordinate hyperplanes
corresponding to all the other coordinates.
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Integrating both sides of the equation in the above lemma over g ∈ ∪ig−1
i F ′i,X , we obtain∫

g∈g−1
i F ′i,X

#{(gG0 · vσ)X ∩ g−1
i L} =

∫
g∈g−1

i F ′i,X
Volg−1

i L
(
(gG0 · vσ)X

)
dg +O(X1−1/ε′n)

=

∫
g∈F ′i,X

VolL
(
(gG0 · vσ)X

)
dg +O(X1−1/ε′n)

=

∫
g∈Fi

VolL
(
(gG0 · vσ)X

)
dg +O(X1−1/ε′n),

(23) appdavlem

where ε′2 = 2d, ε′3 = 6d, ε′4 = 12d, and ε′5 = 40d. The first equality follows from an explicit computation
for the integral of |w(α0)|−1/d. The second equality follows since gi ∈ Gn(FS)1 is measure preserving.
The last equality follows from an element computation of the volume of Fi\F ′i,X .

4.5 The number of nongeneric elements in the main body is negligible
sec:

mainnongensmall Let Lngen denote the set of elements in L that are not generic. In this subsection, we prove the following
theorem.

Theorem 17. With notations as above, we have∫
F ′i,X

#{(gG0 · vσ)X ∩ Lngen}dg = o(X). (24) eqngenmb

Proof. Let τ be a local splitting type corresponding to some conjugacy class of Sn. In particular, τ is
an unramified splitting type. For a prime ideal p of OS , let Lp,6=(τ) denote the set of elements in v ∈ L
that do not have splitting type τ at p. Note that if v ∈ L is generic, then v must have splitting type τ
at some (positive proportion of) primes. Therefore, we have

Lngen ⊂
⋃
τ

(⋂
p

Lp,6=(τ)
)
.

The set Lp,6=(τ) is contained in the inverse image under the reduction modulo p map of the set

Vn(F6=(τ)
p ) consisting of elements in Vn(Fp) that do not have splitting type (τ). Denote by µτ (p) the

p-adic density of Lp,( 6=τ), that is, µτ (p) ≤ #Vn(F6=(τ)
p )/#Vn(Fp). Then as Np→∞, µτ (p) is bounded

above by a constant cτ := 1/#Aut(τ) which is strictly between 0 and 1; this follows from [19, Lemma
18], [3, Lemma 21], [4, Lemma 20] (see [5] for the definition of #Aut(τ)).

Let Y > 0 be fixed. Then from the results of the last subsection we see that∫
F ′i,X

#{gG0 · vσ ∩
⋂

N(p)<Y

Lp, 6=(τ)}dg � X
∏

N(p)<Y

µτ (p),

where the implied constant only depends on X. Letting Y tend to infinity, we obtain the result.

Remark: We note that an application of the Selberg Sieve used exactly as in [44] improves the right
hand side of (24) to O(X1−1/(5ddn)+ε), where dn is the dimension of Vn.
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4.6 Conclusion

By combining (18), (19), (20), (23), and (24), we obtain

N(L(σ),Γ;X) =
1

#Aut(σ)Vol(G0)

∫
g∈F

VolL
(
(gG0 · vσ)X

)
dg + o(X)

=
1

#Aut(σ)Vol(G0)

∫
g∈G0

VolL
(
(Fg · vσ)X

)
dg + o(X)

=
1

#Aut(σ)
VolL

(
F(X) · vσ

)
+ o(X).

(25) eqfinalcountnf

Therefore, we have the following theorem.

thmaincountgon Theorem 18. Let L ⊂ Vn(F ) be a sublattice commensurable with Vn(OS) and let Γ ⊂ Gn(F ) be a
subgroup commensurable with Gn(OS) that preserves L. Fix an S-specification σ and vσ ∈ Vn(FS)(σ).

Let F(X) be a fundamental domain for the action of Γ on Gn(FS)
(σ)
X constructed in §4.1. Then

N(L(σ),Γ;X) =
1

#Aut(σ)
VolL

(
F(X) · vσ

)
+ o(X).

Remark: As in the previous subsection, the error term of o(X) in Theorem 18 can be improved to
OL(X1−1/(5ddn)).

5 Congruence conditions and a squarefree sieve
sec:sieve

Let F be a fixed global field and let S again be a nonempty finite set of places of F that contains
all the archimedean places. Fix lattices Γ ⊂ Gn(F ) and L ⊂ Vn(F ) that are commensurable with
Gn(OS) and Vn(OS), respectively, and such that Γ preserves L. For each prime ideal p ⊂ OS , let Zp

be a compact subset of Vn(Fp)∆ 6=0 whose boundary has measure 0 and is preserved by Γp, where Γp

is the closure of Γ in Gn(Fp). To such a collection (Zp)p, we associate the set Z ⊂ L consisting of
elements v ∈ L such that when viewed as an element of Vn(Fp), v ∈ Zp for all primes p of OS . Such
a set Z is said to be defined by congruence conditions. We further say that Z is large if for all but
finitely many primes p in OS , the set Zp contains all the elements v ∈ Vn(Op) such that θOp

(v) is a
maximal rank n ring over Op and θFp

(v) is a degree-n étale extension that is either unramified or have
splitting type (12τ) where τ is an unramified splitting type of dimension n−2. We say v ∈ Vn(Op) have
extra ramification if θFp

(v) is ramified and does not have splitting type (12τ) where τ is an unramified
splitting type of dimension n− 2. When the characteristic of F is not 2, being non-maximal or having
extra ramification is equivalent to p2 dividing the discriminant. When the characteristic of F is 2, we
do not use squarefree discriminants to define largeness since the discriminant is always a square (even
as a polynomial)! In this section, we prove the following theorem.

thsieve Theorem 19. Let Z be a large Γ-invariant set as above defined via the local conditions (Zp)p. Then

N(Z(σ),Γ;X) =
1

#Aut(σ)
VolL(F(X) · vσ)

∏
p⊂OS

Vol(Zp) + o(X), (26) eqaftersieve

where the volume of Zp is computed with respect to the Haar-measure on Vn(Op) normalized so that
the total measure of Lp is 1.

When Zp = V (Op) for all but finitely many primes of OS , and is defined via finitely many
congruence conditions at the other finitely many primes, then Z is a Γ-invariant lattice and the results
of Section 4 apply, yielding (26). When Z is defined via infinitely many congruence conditions, then we
apply a simple sieve to obtain the result. The key ingredient in this sieve is the following tail estimate.
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thunif Theorem 20. For a prime p ⊂ OS, letWp denote the set of elements in Vn(OS) that are non-maximal
or have extra ramification at p. Then∑

Np>M

N(Wp, Gn(OS);X) = O(X/(M logM)) + o(X), (27) equnif

where the implied constants are independent of M and X.

When F = Q, this was proved in [8, §4.2]. Some mild arguments are needed to generalize it
to arbitrary global fields. The rest of this section is dedicated to this generalization.

We writeWp as the unionW(1)
p ∪W

(2)
p . The setW(1)

p consists of elements that are non-maximal

but does not have extra ramification and the setW(2)
p consists of elements that have extra ramification.

When the characteristic of F is not 2, W(2)
p consists of elements whose discriminants are divisible by

p2 for (mod p) reasons and we say their discriminants are strongly divisible by p2 while for elements

of W(1)
p , we say their discriminants are weakly divisible by p2.

For elements with extra ramification, there exists a subscheme Y of AdnOS of codimension 2 such
that

W(2)
p ⊂ {v ∈ Vn(OS) : v(mod p) ∈ Y (k(p))}.

Recalling the shape of the fundamental domain for the action of Gn(OS) on Vn(FS) in Section 4.1, we

see that in order to obtain the estimate (27) for W(2)
p , it suffices to obtain the following estimate.

thm:Th7F Theorem 21. Let B be an open bounded region in Vn(FS), Y be a closed subscheme of AdnOS of codi-
mension k ≥ 2 and let M be a positive real number. Let r be a positive real number when F is a number
field or an integer when F is a function field of characteristic p along with a fixed embedding of Fp(u)
into F . Let ι denote the embedding of R+ or Z in Gn(FS) described in Section 4.1. Then we have

#{a ∈ ι(r)B ∩ Vn(OS) : a(mod p) ∈ Y (k(p)) for some prime p /∈ S with Np > M}

= O

(
|χ(ι(r))|2

Mk−1 logM

)
+ o(|χ(ι(r))|2), (28)

as |χ(ι(r))| tends to infinity, where the implied constant depends only on B, Y and F .

Proof. Let λ ∈ FS be such that ι(r) = g(λ). That is, when F is a number field, λ is the adele that
is rκ at all the infinite places and 1 elsewhere; and when F is a function field, λ is the adele that
is ur at all the places of S∞ and 1 elsewhere. Since g(λ) acts on Vn by scaling each coordinate by
λ, we see that it scales the volume of any open bounded region by |λ|dn = |χ(g(λ))|2. This explains
the order of magnitude in (28). The remainder of the estimate is then a direct generalization of [8,
Theorem 3.3].

To deal with W(1)
p , the key strategy of [8] is that for any v ∈ W(1)

p , there exists an element
g ∈ Gn(Q) such that ∆n(g.v) = ∆n(v)/p2. Over a general global field, such a global element g might

not exist due to the class group. However one can still do it locally. Define B
(1)
p to be the subset of

Vn(Op) consisting of elements that are non-maximal but does not have extra ramification.

Now take any element v of W(1)
p . Then its specialization vp when viewed as an element of

Vn(Op) is in B
(1)
p . Since θOp

(vp) is not maximal, there exists gp ∈ Gn(Fp) such that gpvp ∈ Vn(Op) is
maximal and with

|∆n(gpvp)|p ≤ |∆n(vp)|p/Np2.

Consider the adele g ∈ Gn(AS) that equals gp at the place p and is 1 everywhere else. From the
decomposition (13), there exists γ ∈ clS , h ∈ Gn(F ), hp′ ∈ Gn(Op′) for any p′ /∈ S such that
g′ = (hp′)p′ /∈Sγh in Gn(AS). Set v′ ∈ hv ∈ Vn(F ). Then v′ lies in Lγ with

|∆n(v′)| ≤ C1
|∆n(v)|
Np2
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where C1 = |χ(γ)|−2 is a constant depending only on Gn and F . We have therefore defined the
following map

πp : Gn(OS)\W(1)
p →

⋃
γ∈clS

Γγ\Lγ

such that |∆n(πp(v))| = C1|∆n(v)|/Np2. We remark that the choice of γ is unique as it is determined
by the field extension corresponding to v (Theorem 11).

Finally the same argument as in [8, §4.2] shows that the fibers of πp have absolutely bounded
sizes (in fact, they have cardinality at most 10). Hence we conclude that

N(W(1)
p , Gn(OS);X) = O(X/Np2).

Summing over primes p such that Np > M gives the desired estimate (27) for W(1)
p , and we have

proven Theorem 20.
Theorem 19 now follows from Theorems 18 and 20 via a sifting argument just as in [15, §2.7].

Remark: The error term of Theorem 19 can be improved as follows: first, note that by repeating the
arguments of §4, the error term of Theorem 20 can be improved to O(X/(M logM) +X1−1/ε′n), where
ε′2 = 2d, ε′3 = 6d, ε′4 = 12d, and ε′5 = 40d. Second, we use the inclusion exclusion sieve instead of a
sifting argument to recover Theorem 19 from Theorems 18 and 20. Finally, from the improvement to
Theorem 18 explained in the remark immediately following it, we see that the error term of Theorem
19 can be improved to OZ(X1−1/(5ddn)).

6 Application to field counting
sec:

fieldscounting Let F be a fixed global field. Suppose the characteristic of F is not 2 when n = 2. Let S be a
nonempty finite set of primes of F containing M∞. Suppose S contains all places above 2 when n = 2.
Let Σ = (Σp) be an acceptable collection of local specifications for degree-n extensions of F , such
that Σp for p ∈ S consists of only one isomorphism class of extension of Fp. Thus (Σp)p∈S defines an
S-specification σ.

Let NΣ,S(Lβ ,Γβ ;X) denote the number of Γβ-orbits of elements v of Lβ such that |∆n(v)|S is
at most X if F is a number field and is equal to X if F is a function field and such that θFp

(v) ∈ Σp for
every prime p ∈ S, and θOp

(v) is the ring of integers of a degree-n extension of Fp contained in Σp for
every prime p /∈ S. For any prime p /∈ S, we write Vn(Op)max

Σp
for the subset of Vn(Op)max consisting

of elements whose G(Fp)-orbit corresponds to a degree-n étale extension of Fp contained in Σp.
We summarize the results of the previous sections in the following theorem.

thsieve22 Theorem 22. With notations as above, we have

NΣ,S(Lβ ,Γβ ;X) =
VolLβ (F(X) · vσ)

#Aut(σ)

∏
p/∈S

Volp(Vn(Op)max
Σp

)

Volp(Vn(Op))
+ o(X). (29) eq:sieve2

Let NΣ,S(F, β;X) denote the number of étale extensions L over F of degree n such that its
normal closure has Galois group Sn, its local specification is contained in Σ, at places outside of S its
S-Steinitz class is (χ(β)), and the norm of the S-discriminant of L is at most X if F is a number field
and equal to X if F is a function field. Suppose L is one such field corresponding to some v ∈ Lmax

β .
Theorem 11 gives the following equality of OS fractional ideals,

DiscS(L) = (χ(β))2(∆n(v)).

The norm of the ideal DiscS(L) is then

N(DiscS(L)) =
∏
p/∈S

|DiscS(L)|−1
p = |χ(β)|−2

∏
p/∈S

|∆n(v)|−1
p = |χ(β)|−2

∏
p∈S
|∆n(v)|p. (30) eq:Snorm
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Hence to count fields such that the norm of the S-discriminant is bounded by X, we may count
Γβ-orbits in Lmax

β such that the S-norm is bounded by |χ(β)|2X. In other words,

NΣ,S(F, β;X) = NΣ,S(Lβ ,Γβ ; |χ(β)|2X). (31) eq:
numberoffields

We now compute all the local volumes appearing in (29). We abbreviate Vn, Gn to V,G.

7 Computing the product of local volumes
sec:volume

7.1 From volumes in V to volumes in G: Jacobian change of variable

Observe first that the groups and the representations that we have been using are all defined over Z.
Let G and V denote the corresponding group and vector space defined over Z so that G and V are
the base changes of G and V , respectively, to F . Let ωG (resp. ωV ) be a top degree left-invariant
differential form that generates the rank 1 module of top degree left-invariant differential forms on G
(resp. V ). Then ωG and ωV are well-defined up to sign. They induce Haar measures ωG,p, ωG,S on
G(Fp) and G(FS) and similarly for V . Since V is a direct sum of copies of Ga, the volume of V (Op)

computed with respect to ωV,p is 1 for every finite prime and the covolume of OS in V (OS) is
√
DF

dimV

where DF is the absolute discriminant of F (see [48, §2.1.1]). Hence, we have

VolLβ (F(X) · vσ) =
√
DF

−dimV
|χ(β)|−2

∫
F(X)·vσ

ωV,S(v). (32) eq:covolume

We wish to the compute the volumes of F(X)·vσ in V (FS) and of V (Op)max
Σp

in V (Fp) by the volumes of

F(X) in G(FS) and G(Op) in G(Fp) respectively. To do this, we require a Jacobian change-of-variable
formula.

Let v be the generic point of V . We have a morphism πv : G→ V defined over Z sending g to
πv(g) = g.v. Then there exists a polynomial J : V → Ga such that

(π∗vωV )(g) = J(v)χ(g)2ωG(g) (33) eqjac1

since the top degree form (π∗vωV )(g)/χ(g)2 is left-invariant on G (over Z). For any h ∈ G, considering
the map g 7→ gh 7→ gh.v shows that J(h.v) = χ(h)2J(v). This shows that J is an integer J times the
relative invariant ∆n(v).

We have the following proposition computing the value of J .

propJvalue Proposition 23. Let J be as above. Then J = 2 when n = 2 and J = ±1 when n = 3, 4, 5.

Proof. When n = 2, the group G2 = Gm acts on V2 = Ga via g · v = g2v. We tale ωG = g−1dg and
ωV = dv. It is then easy to compute J to be 2.

When n = 3, 4, 5, we use Theorem 8 for the rings Zp and Fp to compute the value of |J |p for
all primes p. Consider the set Y of elements in V (Zp) whose G(Zp)-orbit corresponds to the rank n
ring Znp . The set Y is a single G(Zp)-orbit and the size of the stabilizer in G(Zp) of an element in Y
is n!. From (33), we obtain

Vol(Y ) =
|J |p
n!

Vol(G(Zp)), (34) eqjp1

where the volumes of Y and G(Zp) are computed with respect to the measures induced by ωV and ωG,
respectively.

The reduction Ȳ of Y in V (Fp) corresponds to the ring extension Fnp of Fp, and consists of

a single G(Fp)-orbit. The size of the stabilizer in G(Fp) of an element in Ȳ is again n!. Hence we
have #Ȳ = #G(Fp)/n!. The set Y is the inverse image of Ȳ under the reduction modulo p map.
Indeed if v ∈ V (Zp) such that the θFp(v mod p) = Fnp , then ∆n(v) is nonzero modulo p. Hence θQp(v)
is a product of unramified extensions of Qp, θZp(v) is the product of their rings of integers and θFp(v
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mod p) is the product of their residue fields. Since all of these residue fields are Fp and the extensions
of Qp are unramified, it follows that the θQp(v) = Qnp and v ∈ Y . Hence we have

Vol(Y ) =
#Ȳ

pdimV
=

1

n!

#G(Fp)
pdimG

, (35) eqjp2

since the dimension of G equals the dimension of V . Finally by Hensel’s lemma (cf. [33, Proposition
4.7]),

Vol(G(Zp)) =
#G(Fp)
pdimG

. (36) eqjp3

Combining equations (34), (35), and (36) gives |J |p = 1 for all primes p. Alternately, one can compute
J by an explicit computation in the three cases.

We thus have the following Jacobian change of variable formula.

prop:Jchange Proposition 24. Suppose the characteristic of F is not 2 if n = 2. Then there exists a constant
J ∈ F× such that for any place p of F , any nonzero element v0 of V (Fp), any measurable function ϕ
on V (Fp) and any measurable subset F of G(Fp), we have∫

F.v0

ϕ(v)ωV,p(v) = |∆n(v0)|p|J |p
∫
F
ϕ(g.v0)|χ(g)|2pωG,p(g), (37) eq:Jchange

where as before F .v0 is viewed as a multiset so that it is in bijection with F . The value of J is 2 when
(G,V ) = (G2, V2) and the value of J is ±1 when (G,V ) = (Gn, Vn) for n = 3, 4, 5.

We recall the definition of F(X) from §4.1. Let Ω denote a fundamental domain for the
action of Γβ on G(FS)1 by left multiplication. When F is a number field, let ΛX denote the image
ι((0, (X/|∆n(vσ)|)1/2]) where ι is the embedding of R+ in G(FS) normalized such that |χ(ι(r))| = r

for every r ∈ R+. When F is a function field, let ΛX denote an arbitrary element of G(FS)
(σ)
X . Using

Proposition 24, we obtain the following result:

∫
F(X)·vσ

ωV,S(v) =


|∆n(vσ)|

(∏
p∈S
|J |p

)∫
ΛXΩ

|χ(g)|2ωG,S(g) if F is a number field,

X
(∏
p∈S
|J |p

)∫
Ω

ωG,S(g) if F is a function field.
(38) eq:volinftyS2

For V (Op)max
Σp

for a prime ideal p of OS , we break it up into G(Op)-orbits:

V (Op)max
Σp

=
⋃

vp∈G(Op)\V (Op)max
Σp

G(Op)vp.

By Theorem 8, each orbit G(Op)vp in V (Op)max
Σp

corresponds uniquely to an étale extension K over Fp

of degree n with |∆n(vp)|p = |Disc(K/Fp)|p and K ∈ Σp, so∫
G(Op)vp

ωV,p(v) =
1

# StabG(Op)(vp)

∫
G(Op).vp

ωV,p(v)

=
1

# StabG(Fp)(vp)
|∆n(vp)|p|J |p

∫
G(Op)

ωG,p(g)

=
|Disc(K/Fp)|p
#Aut(K/Fp)

|J |p
∫
G(Op)

ωG,p(g).
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Hence adding up all the G(Op)-orbits gives∫
V (Op)max

Σp

ωV,p(v) =
( ∑
K∈Σp

|Disc(K/Fp)|p
#Aut(K/Fp)

)
|J |p

∫
G(Op)

ωG,p(g) =
Np

Np− 1
mp,S(Σp)|J |p

∫
G(Op)

ωG,p(g),

(39) eq:volp2

where recall mp,S(Σp) is defined by

mp,S(Σp) =
Np− 1

Np

∑
K∈Σp

|Disc(K/Fp)|p
#Aut(K/Fp)

.

We now combine (31), (32), (38) and (39). Note that the local factors |J |p cancel out due to
the product formula. We summarize our computation in the following proposition.

prop:VtoG Proposition 25. With notations as above, we have

NΣ,S(F, β;X) =

√
DF

−dimV |χ(β)|−2|∆n(vσ)|
#Aut(σ)

∏
p/∈S

(
mp,S(Σp)

Np

Np− 1

∫
G(Op)

ωG,p(v)
)∫

Λ|χ(β)|2XΩ

|χ(g)|2ωG,S(g)+o(X)

if F is a number field, and

NΣ,S(F, β;X) =

√
DF

−dimV
X

#Aut(σ)

∏
p/∈S

(
mp,S(Σp)

Np

Np− 1

∫
G(Op)

ωG,p(v)
)∫

Ω

ωG,S(g) + o(X)

if F is a function field.

7.2 Product of the volumes over G: Tamagawa number
sec:product

We now compute the product of the local volumes over G using the Tamagawa number. See Section 2.3
for the definition of the Tamagawa number of a reductive group over a global field where the (global)
character group has rank 1. The Tamagawa number of G = Gn is 1 for n = 2, 3, 4, 5. Note also that
dimG = dimV.

When F is a number field, we have√
DF

−dimV
|χ(β)|−2|∆n(vσ)|

(∏
p/∈S

Np

Np− 1

∫
G(Op)

ωG,p(v)
)∫

Λ|χ(β)|2XΩ

|χ(g)|2ωG,S(g)

= |χ(β)|−2|∆n(vσ)|Res
s=1

ζS(s) τ1
G

(∏
p/∈S

G(Op)× Ω
) ∫ (|χ(β)|2X/|∆n(vσ)|)1/2

0

λ2d×λ

=
1

2
Res
s=1

ζS(s)X τ1
G

(∏
p/∈S

G(Op)× Γβ\G(FS)1
)
.

When F is a function field over Fq, we have√
DF

−dimV
X
(∏
p/∈S

Np

Np− 1

∫
G(Op)

ωG,p(v)
)∫

Ω

ωG,S(g) = log qRes
s=1

ζS(s)X τ1
G

(∏
p/∈S

G(Op)×Γβ\G(FS)1
)
.

Hence by Proposition 25,

NΣ,S(F, β;X) = c
Ress=1 ζS(s)X

#Aut(σ)
τ1
G

(∏
p/∈S

G(Op)× Γβ\G(FS)1
) ∏
p/∈S

mp,S(Σp) + o(X), (40) eq:VtoGtotau

where c = 1
2 when F is a number field and log q when F is a global field over Fq.
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8 Proof of the main theorems
sec:proof

In this section we prove Theorems 1, 2 and 4 in the case where the characteristic of F is not 2 when
n = 2. In Theorem 4, we also assume that S contains all the places above 2 when n = 2. In the next
section, we handle the case of quadratic extensions in any characteristic and any S using a different
representation.

We prove Theorem 4 first. Let Σ = (Σp) be an acceptable collection of local specifications.
For every S-specification σ allowed in Σ, let Σ(σ) denote the subset of Σ where the local specifications
at places of S are given by σ. Summing up (40) over all the β, using the formula

τ1
G(G(F )\G(A)1) =

∑
β∈clS

τ1
G(
∏
p/∈S

G(Op)× Γβ\G(FS)1),

and the fact that the Tamagawa number of G is 1, we obtain∑
β∈clS

NΣ(σ),S(F, β;X) = c Ress=1 ζS(s)X
1

#Aut(σ)

∏
p/∈S

mp,S(Σp) + o(X). (41) eq:
VtoGtotausumbeta

Adding up the S-specifications σ then gives the desired equation (6).
Finally we prove Theorem 2. Let Σ = (Σp) be an acceptable collection of local specifications.

Let S be any nonempty finite set of places containing M∞ and when n = 2 and F is a number field,
all the places above 2. Fix any S-specification σ = (Lp)p∈S allowed in Σ. Define

Disc(σ) =
∏

p∈S−M∞

|Disc(Lp/Fp)|p.

Suppose L is a degree-n extension of F whose normal closure has Galois group Sn and has local
specification σ at places of S. Then

N(DiscS(L)) = N(Disc(L/F ))Disc(σ).

Hence, we have

Nn(F,X) =
∑
σ

∑
β∈clS

NΣ(σ),S(F, β;XDisc(σ))

= c Ress=1 ζS(s)X
∑
σ

Disc(σ)

#Aut(σ)

∏
p/∈S

mp,S(Σp) + o(X)

= c Ress=1 ζS(s)X
∏

p∈M∞

∑
K∈Σp

1

#Aut(K/Fp)

∏
p/∈M∞

∑
K∈Σp

|Disc(K/Fp)|p
#Aut(K/Fp)

.

We have now proved Theoerem 2. Theorem 1 then follows from the formulae (9), (10), (11) for the
masses.

9 Quadratic extensions of global fields
sec:quadratic

In this section, we count quadratic extensions of global fields, thereby finishing the proof of Theorems
1, 2, and 4. The R-orbits of the representation (G2, V2) described in Section 3 do not yield all quadratic
extensions of a PID R if 2 is not invertible in R. To obtain a proof of the main theorems in the case
n = 2 that is uniform over global fields of all characteristics, we consider the following representation
V of G, where for a ring R we have

G(R) =
{(

1
n λ

)
: n ∈ R, λ ∈ R×

}
,

V (R) = {x2 + axy + by2 : a, b ∈ R}.
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The group G acts on V via the action γ ·f(x, y) = f((x, y)·γ) for γ ∈ G and f ∈ V . Note that the group
G is not reductive. The techniques in Sections 3 through 8 do not apply generally to representations
of non-reductive groups. However, they do apply in our case.

9.1 Parametrization of quadratic extensions

The ring of relative invariants for the action of G on V is freely generated by one element, namely, the
discriminant ∆(f) = a2 − 4b of the binary quadratic form x2 + axy + by2. The group of characters of
G is generated by the determinant. For γ ∈ G and f ∈ V , we have

∆(γ · f) = det(γ)2∆(f).

Let R be a fixed ring. Given an element f ∈ V (R), we can construct a ring

Rf := R[x]/f(x, 1)

that is rank-2 as an R module. The ring Rf is generated (as a module) by the elements 1 and x, and
the ring structure on Rf is determined by the equation x2 = −ax− b. There are two automorphisms
of Rf over R: the trivial automorphism, and σ defined by σ(1) = 1 and σ(x) = −a − x. Note these
two automorphisms are the same precisely when F has characteristic 2 and ∆(f) = 0. We can then
compute the discriminant of Rf over R to be

disc(Rf ) = det
(

1 x
1 −a− x

)2

= a2 − 4b

and verify that
disc(Rf ) = ∆(f).

Clearly, the ring Rf is independent of the G(R)-orbit of f .
Conversely, suppose R is a PID. If R′ is a rank-2 ring over R, then we may find a basis of the

form {1, ω} is for R′ as a module over R and the ring structure of R′ is determined by the equation
ω2 = −aω − b for some a, b ∈ R. Thus R′ ∼= Rf for f(x, y) = x2 + axy + by2. The choice of w is
well-defined up to w 7→ λw − n for any λ ∈ R× and n ∈ R. The effect on the multiplication table is
exactly as the action of G(R) on V (R).

We therefore have the following theorem.

thparam2 Theorem 26. Let R be a PID. There is a bijection between the set of G(R)-orbits on V (R) and the
set of rank-2 rings over R. For any f ∈ V (R), with the additional assumption that ∆(f) 6= 0 if F has
characteristic 2, we have

Aut(Rf ) ∼= StabG(R)(f) ∼= Z/2Z,

where Rf is the ring corresponding to R.

Proof. Only the last assertion requires proof. The automorphism group of Rf is isomorphic to Z/2Z,
independent of f . The theorem follows since the stabilizer in G(R) of an element f = x2 + axy + by2

in V (R) consists of two elements, namely the identity and the matrix
( 1
a −1

)
in G(R).

The finiteness of class numbers for any affine algebraic group of finite type over a global field
is proved by Borel [25, Theorem 5.1] in the number field case and by Conrad [27, Theorem 1.3.1] in the
function field case. For the group G, this finiteness follows from a much easier argument (see below).
The parametrization theorem for quadratic field extensions (cf. Theorem 11) then follows formally as
in Section 3.

25

thparam2


9.2 Class group, Tamagawa measure and reduction theory

The group G fits in a split exact sequence where i sends n to the matrix
( 1
n 1

)
and j sends λ to the

diagonal matrix
(

1
λ

)
. Hence as far as the class group, the Tamagawa measure and the reduction

theory of G are concerned, G behaves just like the cartesian product Ga×Gm. More precisely, let S be
any nonempty set of places of F containing M∞. Then the maps i : Ga → G and j : Gm → G define
the following bijections of sets(∏

p/∈S

G(Op)
)
\G(AS)/G(F ) '

(∏
p/∈S

Ga(Op)
)
\Ga(AS)/Ga(F )×

(∏
p/∈S

Gm(Op)
)
\Gm(AS)/Gm(F )

=
(∏
p/∈S

Gm(Op)
)
\Gm(AS)/Gm(F )

G(A)1 ' Ga(A)×Gm(A)1

G(F )\G(A)1 ' Ga(F )\Ga(A)×Gm(F )\Gm(A)1

G(OS)\G(FS)1 ' Ga(OS)\Ga(FS)×Gm(OS)\Gm(FS)1

The first bijection gives the finiteness of the class group of G. The second bijection defines the Tam-
agawa measure on G(A)1. The third bijection shows that the Tamagawa number of G is 1. Finally,
the last bijection gives a fundamental domain for the action of G(OS) on G(FS)1. Note now once the
height condition is imposed, the fundamental domain will be bounded so no cusp analysis needs to be
done and the asymptotic for the number of integral orbits (cf. Theorem 18) follows as in Section 4.
We note that in general, the main difficulty with non-reductive groups is the cusp analysis, which does
not pose an issue for us in this case because the group is very simple.

9.3 Congruence conditions and a maximal sieve

Next we impose infinitely many congruence conditions to go from counting integral orbits to counting
field extensions as in Sections 5 and 6. Since we are working with degree-2 extensions, there are no
extra ramifications. The needed maximal sieve (cf. Theorem 20) then follows from the same method

in Section 5 that dealt with W(1)
p .

We note that this argument implies that if Rf is non-maximal, then after a change of variable
using an element of G(Op), f(x, y) = x2 + axy + by2 with a ∈ p and b ∈ p2. This is also evident from
the parametrization of quadratic rings above. Indeed, if Rf is strictly contained in a rank-2 ring R′f
with basis {1, w}, then there exists a positive integer k such that {1, πkpw} is a basis for Rf where πp
is a uniformizer of Op. From the multiplication table we see that a ∈ pk and b ∈ p2k. Note when the
characteristic of F is 2, we have ∆(f) = a2 and so p2 | ∆(f) if and only if p | a. This illustrates why
squarefree-ness is not the correct condition to use in characteristic 2.

We now have the asymptotic for the number of quadratic extensions of an arbitrary global
field in terms of various local volumes in V (cf. Theorem 22 and equation (31)).

9.4 Proof of the main theorems

We perform volume computations by pulling back to G as in Section 7. Since our parametrization
theorem now works for any PID, the proof of Proposition 23 in the case n = 3, 4, 5 applies to show
that J = ±1. Alternatively, one may compute it directly using the differential forms ωV = da ∧ db,
ωG = λ−1dn ∧ d×λ and the orbit map given by( 1

n λ

)
.(a, b) = (λa+ 2n, λ2b+ λna+ n2).
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The Jacobian change of variable formula (cf. Proposition 24) then holds in any characteristic. We have
shown above that the Tamagawa number of G is 1 and so we have the analogous cancelations to those
in Section 7.2.

Finally Theorems 1, 2, and 4 follow from the same formal argument as in Section 8.

10 Unramified extensions of number fields

In this section, we prove Theorems 6 and 7. Before turning to the proofs of these theorems, we introduce
the notion of splitting types. Let K be a local field and let L be a finite etale extension of K. Then
L = L1 ⊕ · · · ⊕ Lk is a sum of local field extensions of K. We say that the splitting type of L/K is
(fe11 . . . fekk ), where fi is the local degree of Li/K and ei is the ramification degree of Li/K. If K is
archimedian, we set fi = [Li : K] and ei = 1 for all i. For a global field F , a finite extension L/F , and
a place p of K, we say that the splitting type of L/F at p is the splitting type of L⊗ Fp/Fp.

10.1 Proof of Theorem 6

Let F be a fixed global field. We first compute the average size of the 3-torsion subgroups of the
relative class groups of quadratic extensions of F . Let L be a quadratic extension of F . By duality, the
number of index-3 subgroups of Cl(L/F ) is equal to (h3(L/F )− 1)/3. Class field theory implies that
the set of index-3 subgroups of Cl(L/F ) is in bijection with the set of unramified cubic extensions L3

of L such that L3/F is Galois with Galois group S3. There exists an intermediate extension K between
L3 and F with [K : F ] = 3, unique up to conjugacy. Furthermore, K is nowhere overramified over F ,
i.e., no prime ideal p of F splits as P3. Conversely, given a nowhere overramified cubic S3-extension
K of F , let L3 denote the Galois closure of K over F . Then L3 contains a unique subfield L that is
a quadratic extension of F , and L3/L is unramified and thus corresponds to an index-3 subgroup of
Cl(L/F ). Furthermore, the relative discriminants of K and L over F are the same. Given a place p of
F , the splitting type of L/F at p is determined by the splitting type of K/F at p. These splitting types
are easily computed using a short and elegant note of Wood [51], and we list them in the following
table.

Splitting type of K at p Splitting type of L at p
(111) (11)
(3) (11)
(12) (2)
(121) (12)

Table 2: Relation between cubic and quadratic splitting types tabcubicsp

Table 2 gives a map ρ from the cubic splitting types of K to the quadratic splitting types
of L. Let Σ = (Σp)p be an archimedeally pure acceptable collection of local specifications for quadratic
extensions of F . We define the collection Λ = (Λp)p of local specifications for cubic equations by
setting Λp = ρ−1(Σp). The acceptability of Σ implies that Λ is also acceptable. Furthermore, the
above discussion implies that we have∑

L∈S2,Σ(F,X)

(h3(L/F )− 1)/2

#S2,Σ(F,X)
=

N3,Λ(F,X)

2N2,Σ(F,X)
,

where the factor of 2 in the denominator appears since N2,Σ(F,X) counts quadratic extensions of F
weighted by a factor of 1/2. Using Theorem 2, which computes the asymptotics for Nn,Σ(F,X), we
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therefore obtain ∑
L∈S2,Σ(F,X)

h3(L/F )

#S2,Σ(F,X)
= 1 +

∏
p

mp(Λp)∏
p

mp(Σp)
, (42) eqpf3tor2pf

where the quantities mp are defined in the statement of Theorem 2 and the products are taken over all
places p of F . For every non-archimedean place p, it is easy to see from Table 2 that mp(Λ) = mp(Σ).
When Fp = C, we have K ⊗ Fp = C2 and L ⊗ Fp = C3, and it follows that mp(Λp)/mp(Σp) =
1/3. If Fp = R, then Σp has two choices: either Σp = {C} which implies that Λp = {R × C} and
mp(Λp) = mp(Σp) or Σp = {R2} which implies that Λp = {R3} and mp(Λp)/mp(Σp) = 1/3. Part (a)
of Theorem 6 now follows from (42).

We now prove Part (b) of Theorem 6 by computing the average size of the 2-torsion subgroups
of the relatice class groups of cubic extensions of a global field F .

This time, we take L to be a cubic extension of F . The number of index-2 subgroups of
Cl(L/F ) is equal to h2(L/F )− 1. The set of index-2 subgroups of Cl(L/F ) is in bijection with the set
of unramified quadratic extensions L2 of L such that L2/F is Galois with Galois group S4. Denote the
Galois closure of L4 by F24. This yields a quartic extension K of F contained in F24, unique up to
conjugacy, which is nowhere overramified over F , i.e., no prime in F has splitting type (1212), (22), or
(14) in K. Furthermore, the relative discriminants of L/F and K/F are the same. Conversely, given a
quartic nowhere overramified S4 extension K of F , let F24 denote the Galois closure of K over F . Let
L denote the cubic resolvent field contained in K24, and let L2 denote the unique quadratic extension
of L whose Galois closure over F is F24. Then L2/L is unramified. The following table relates the
splitting types of not overramified primes in K to their splitting types in L.

Splitting type of L at p Splitting type of K at p
(1111) (111)
(22) (111)
(112) (12)
(4) (12)
(13) (3)

(1211) (121)
(122) (121)
(131) (13)

Table 3: Relation between quartic and cubic splitting types tabquarticsp

Table 2 gives a map ρ from the quartic splitting types of K to the cubic splitting types of L. For
an an archimedeally pure acceptable collection of local specifications Σ = (Σp)p for cubic extensions of
F , we define the acceptable collection Λ and Λ+ of local specifications for quartic equations by setting
Λp = Λ+

p = ρ−1(Σp) for nonarchimedean p and for Fp = C, and setting Λp = {R4}, Λ+
p = {R4,C2}

when Σp = {R3}, and setting Λp = Λ+
p = {R2 ⊕ C} when Σp = {R ⊕ C}. As in Part (a), applying

Theorem 2 yields the following: ∑
L∈S3,Σ(F,X)

h2(L/F )

#S3,Σ(F,X)
= 1 +

∏
p

mp(Λp)∏
p

mp(Σp)
;

∑
L∈S3,Σ(F,X)

h+
2 (L/F )

#S3,Σ(F,X)
= 1 +

∏
p

mp(Λ+
p )∏

p

mp(Σp)
.

(43) eqpf3tor2pf1
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The ratios mp(Λp)/mp(Σp) and mp(Λ+
p )/mp(Σp) can be easily computed using Table 3, and

are seen to be 1 when p is nonarchimedean. When Fp = C the ratios are both 1/4, when Σp = {R3} we
have mp(Λp)/mp(Σp) = 1/4, mp(Λ+

p )/mp(Σp) = 1, and when Σp = {R⊕C} we have mp(Λp)/mp(Σp) =
mp(Λp)/mp(Σp) = 1/2. Part (b) of Theorem 6 thus follows from (43).

10.2 Proof of Theorem 7

We first prove Part (a). Fix n ≤ 5, and let M be an Sn-extension of F having degree-n!. We denote the
subfield (unique up to conjugacy) of M having degree-n over F by L, and the subfield having degree-2
over F by K. We call K the quadratic resolvent of L. It is known that M is unramified over K at a
place p if and only if L is simply ramified over F at p, i.e., the ramified terms in the splitting type at
p of L/F contain at most a 12. In particular, if Fp = R, then L ⊗ Fp can only be Rn or Rn−2 ⊕ C,
depending on whether K ⊗ Fp is R or C, respectively. In general, the splitting type of L determines
the splitting type of the quadratic resolvent of L. When n = 3, this relation is listed in Table 2. When
n = 4, this relation can be determined from Tables 2 and 3 since the quadratic resolvent of a quartic
extension L of F is the quadratic resolvent of the cubic resolvent of L. The relation between the
splitting types of quintic extensions L of F and their quadratic resolvents K are listed in the following
table.

Splitting type of L at p Splitting type of K at p
(11111) (11)
(1112) (2)
(113) (11)
(122) (11)
(14) (2)
(23) (2)
(5) (11)

(12111) (12)
(1212) (12)
(123) (12)

Table 4: Relation between quintic and quadratic splitting types tabquinticsp

Therefore, for n = 3, 4, and 5, we have maps ρ from degree-n splitting types to quadratic
splitting types. Now, given an archimedeally pure acceptable collection of local specifications Σ for
quadratic extensions of F , we define the acceptable collection of local specifications Λ for degree-n
extensions of F by defining Λp to be ρ−1(Σp). From the above discussion, it follows that we have

EΣ(An, Sn) = lim
X→∞

Nn,Λ(F,X)

2N2,Σ(F,X)
,

where the factor of 2 in the denominator arises because quadratic extensions of F are counted with
weight 1/2 in N2,Σ(F,X). From Theorem 2 we thus obtain

EΣ(An, Sn) =

∏
pmp(Λ)

2
∏

pmp(Σ)
.

The ratio mp(Λ)/mp(Σ) is easily seen to be one for nonarchimedean p from Tables 2, 3, and 4. If
Fp = C, then Σp = C2, Λp = Cn, and mp(Λ)/mp(Σ) = 2/n!. For Fp = R, there are two possible
choices for Σp: if Σp = {R2}, then Λp = Rn and mp(Λ)/mp(Σ) = 2/n!, while if Σp = {C}, then
Λp = Rn−2 ⊕ C and mp(Λ)/mp(Σ) = 1/(n− 2)!. Part (a) of Theorem 7 therefore follows.

To prove Part (b), we proceed as follows. Fix n = 2, 3, or 4. Let K be a quadratic extension
of F . Let L be a degree-n extension of F such that the relative discriminant of L over F divides the
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relative discriminant of K over F . Then the composite field extension M of the Galois closure of L
over F and K is an (Sn, Sn×C2)-extension of K unramified at all finite places. If we further assumed
that for every place p of F such that Fp = R, we have L⊗Fp = Rn or Rn−2⊕C depending on whether
K ⊗ Fp = R2 or C, respectively, then M is an unramifie (Sn, Sn × C2)-extension of K. In particular,
note that every degree-n extension L of F , satisfying these archimedean conditions, contributes to
unramified (Sn, Sn × C2)-extensions of infinitely many quadratic extensions K of F , namely those
whose relative discriminants are divisible by the relative discriminant of L over F .

We fix a large integer Y . There are � Y degree-n simply ramified extensions of F , satisfying
any prescribed archimedean conditions whose relative discriminants have norm bounded by Y . We
denote their relative discriminants, written with multiplicity, by d1, d2, . . . , dtY . For sufficiently large
X, each such degree-n field with relative discriminant di contributes to the count of unramified (Sn, Sn×
C2)-extensions for� X/N(di) quadratic extensions of F whose relative discriminant has norm bounded
by X, namely those quadratic fields whose discriminants are divisible by di. Therefore, the average
number of unramified (Sn, Sn ×C2)-extensions of quadratic extensions of F whose discriminants have
norm bounded by X is

� 1

N(d1)
+

1

N(d1)
+ · · · 1

N(dtY )
.

Since this sum diverges as Y goes to infinity, Part (b) of Theorem 7 follows.

11 General axioms for counting S-integral orbits

In this section, we summarize the general strategy of this paper in the form of several axioms. Unless
specified otherwise, everything following an axiom assumes the validity of that axiom.

Let F be a fixed global field and let S be a finite nonempty set of places containing all the
archimedean places. Let (G,V ) be a representation of a reductive group G over OS . Our goal is to
obtain a result analogous to Theorem 22.

AXIOM - (G,V ): The representation (G,V ) satisfies the following conditions.

1. The global character group Hom(G,Gm) of G has rank 1 with Z-basis {χ}.

2. Let V (F )irr be a fixed G(F )-invariant subset of V (F ). Elements of V (F )irr are called irreducible
and elements not in V (F )irr are called reducible. �

Definition 27. A polynomial ∆ in the coordinates of V is a relative invariant of G with χ-relative
degree d if for every g ∈ G and every v ∈ V ,

∆(gv) = χ(g)d∆(v).

If the character χ is clear from the context, we call d the relative degree. In any case, it is well-defined
up to sign.

For all the field-counting representations used this paper, we have the character χ, defined
in (12), and the discriminant ∆n as the unique relative invariant with χ-relative degree 2. Another
example of interest is the action of Gm on Gna given by

λ.(c1, . . . , cn) = (λw1c1, . . . , λ
wncn)

for some fixed integers w1, . . . , wn. When n = 2 and w1 = 4, w2 = 6, we have the representation used
in the sequel ([20]) to enumerate elliptic curves over a global field. The character χ can be chosen to
be the identity map on Gm. The relative invariants are c1, . . . , cn with relative degrees w1, . . . , wn.

Our next axiom specifies which rational orbits we are interested in. For any positive integer
M , we say a function φ : FM → [0, 1] is defined by congruence conditions if there exist local functions
φp : FMp → [0, 1] for every place p of F (including archimedean places) such that:
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1. For all w ∈ FM , the product
∏

p φp(w) converges to φ(w).

2. For each p, the function φp is measurable.

A subset of FM is said to be defined by congruence conditions if its characteristic function is defined
by congruence conditions.

AXIOM - Local Condition: Let m0 =
∏

pm0,p be a weight function on V (F ) defined by congruence
conditions such that:

1. m0,p is G(Fp)-invariant;

2. For any v ∈ V (F )irr with m0(v) 6= 0, StabG(v) = {g ∈ G : gv = v} is a finite group scheme with
absolutely bounded order and for any S-prime p, there exists gp ∈ G(Fp) such that gpv ∈ V (Op).

We will be weighting each rational orbit G(F ).v by m0(v)/# StabG(F )(v). �

Note only rational orbits with nonzero weight m0 will be counted. In the representations for
counting field extensions, this axiom has the effect of fixing the collection Σ of local specifications.

We now work towards defining the height of a rational orbit.

AXIOM - Height: For every places p, let hp : V (Fp) → R≥0 be a function such that for every
g ∈ G(Fp) and every v ∈ V (Fp),

hp(gv) = |χ(g)|deg(h)
p hp(v)

for some fixed rational number deg(h) independent on p. Moreover, for any v ∈ V (F ) with m0(v) 6= 0,
the product

h(v) =
∏
p

hp(v)

is finite. �

Note the product h =
∏

p hp is G(F )-invariant by the product formula. One common choice
of hp is to take any relative invariant ∆ and set hp(v) = |∆(v)|p for all v ∈ V (Fp). Then deg h is
the relative degree of ∆. When there are multiple relative invariants ∆1, . . . ,∆k of relative degrees
d1, . . . , dk, one may define

hp(v) = max{|∆1(v)|1/d1
p , . . . , |∆k(v)|1/dkp }.

Then hp(gv) = |χ(g)|php(v) for every g ∈ G(Fp) and has deg h = 1.

defn:Sheight Definition 28. Suppose v ∈ V (F ) with m0(v) 6= 0. For every S-prime p (p /∈ S), we say an element
u ∈ V (Op) is p-maximal if hp(u) is minimal among G(Fp).u ∩ V (Op). For every prime p /∈ S, pick
gp ∈ G(Fp) such that gpv ∈ V (Op) is p-maximal. We define the S-height of v to be

hS(v) = h(v)
∏
p/∈S

hp(gpv)−1 =
∏
p/∈S

|χ(gp)|− deg h
p

∏
p∈S

hp(v). (44) eq:Sheight

The G(F )-invariance of h gives the G(F )-invariance of hS. We have then defined a function on the
set of rational orbits.

In the case of the action of Gm on Gna , this recovers the following definition on weighted
projective spaces. (See also [32] where a Schanuel type count on the number of elements with bounded
height was obtained.) Given any (c1, . . . , cn) ∈ Fn, let I denote the OS-ideal

I = {λ ∈ F : λ.(c1, . . . , cn) ∈ OnS},
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then,

hS(c1, . . . , cn) = (NI)
∏
p∈S

max(|c1|1/w1
p , . . . , |cn|1/wnp ). (45) eq:

heightweighted

From the double coset decomposition (13), there exist g′p ∈ G(Op) for every S-primes p, a
unique β ∈ cl(G), and h ∈ G(F ) such that the adele (gp) ∈ G(AS) equals (g′p)βh. Then v′ = hv lies in

Lβ := V (F ) ∩ β−1
∏
p/∈S

V (Op)
∏
p∈S

V (Fp).

An element v0 ∈ Lβ is said to be S-maximal if for every p /∈ S, βv0 is p-maximal. Let Lmax
β denote the

subset of Lβ consisting of S-maximal elements. Then v′ ∈ Lmax
β . Computing heights, we have

hS(v) = |χ(β)|− deg h
∏
p∈S

hp(v′). (46) eq:Sh2

In the case of the representations used for counting field extensions, having minimal hp means
that the ring corresponding to the integral orbit is maximal. Hence the notion of S-maximal defined
here coincides with its definition in Section 3. Moreover, (46) recovers (30) for the S-norm of the
discriminant. Proposition 10 states that if v1 and v2 are G(Fp)-equivalent and have minimal hp, then
they are G(Op)-equivalent and so for a given v ∈ V (F ), there is a unique β for which G(F ).v∩Lβ 6= ∅.
In general, this might not hold. We deal with this using a second weight function.

For any subgroup G0 of G(F ), any G0-invariant subset V0 of V (F ), and any G0-invariant
function m : V0 → [0, 1], let Nm(V0, G0, X) denote the number irreducible G0-orbits in V0 of S-height
bounded by X when F is a number field or equal to X when F is a function field, where each orbit
G0v is weighted by m(v)/(# StabG0

(v)). If m is identically 1 on V0, we write N(V0, G0, X) instead.
We are interested in Nm0

(V (F ), G(F ), X).
Recall the group

Γβ := G(F ) ∩ β−1
(∏
p/∈S

G(Op)
∏
p∈S

G(Fp)
)
β. (47) eq:gamma

Then Γβ preserves Lmax
β and we have the following formula:

Nm0(V (F ), G(F ), X) =
∑
β

Nm(Lmax
β ,Γβ , X), (48) eq:breakupclG

where the weight function m is defined by

m(v) =
m0(v)

# StabG(F )(v)

∑
β

∑
vβ,i

1

# StabΓβ (vβ,i)

−1

; (49) eq:defnofm

here {vβ,i} denotes a complete set of representatives for the action of Γβ on G(F ).v∩Lmax
β . The weight

function m is defined by congruence conditions by [43, Theorem 4.3.1].
We now turn to the estimation of Nm(Lmax

β ,Γβ , X) for some fixed β ∈ cl(G). Or more generally
to the estimation of Nm(V0, G0, X) where G0 is a subgroup of G(F ) commeasurable with G(OS), and
V0 is a G0-invariant lattice in V (F ) commeasurable with V (OS). Let mS =

∏
p∈Smp be the product

of all the weights at infinity. Given any v ∈ V (FS) =
∏

p∈S V (Fp), we define h′S(v) =
∏

p∈S hp(v).
Note if v ∈ Lmax

β , then

hS(v) = |χ(β)|− deg hh′S(v).

Let G(FS)1 denote, as in Section 4.1, the subgroup of G(FS) consisting of elements g such that

|χ(g)| =
∏
p∈S
|χ(g)|p = 1.

32

eq:heightweighted
eq:heightweighted
eq:Sh2
eq:gamma
eq:breakupclG
eq:defnofm


Then h′S isG(FS)1-invariant. BothG(OS) and Γβ are subgroups ofG(FS)1. Being commensurable with
G(OS), G0 is also a subgroup ofG(FS)1. We view V0 as a lattice in V (FS) and considerN ′mS (V0, G0, X),
the number of irreducible G0-orbit in V0 having h′S-height bounded by X when F is a number field
and equals X when F is a function field, where each orbit is weighted by mS(v)/# StabG0

(v). Once a
general estimate for N ′mS (V0, G0, X) is obtained, we introduce the weights at the S-primes and impose
maximality conditions to sieve to Nm(Lmax

β ,Γβ , X).
Let V (FS)mSX denote the subset of V (FS) consisting elements with nonzero weight mS and

whose h′S-height is bounded by X when F is a number field and equal to X when F is a function
field. Let R(X) denote a fundamental domain for the action of G(FS)1 on V (FS)mSX . Let F0 be a
fundamental domain for the left action of G0 on G(FS)1. View F0.R(X) ⊂ V (FS)mSX as a multiset
where the multiplicity of v ∈ F0.R(X) is the cardinality of the set {g ∈ F0 | v ∈ gR(X)}. Then
F0.R(X) maps surjectively onto a fundamental domain for the action of G0 on V (FS)mSX where the
fiber above any orbit G0.v has size # StabG(FS)1(v)/# StabG0(v) = # StabG(FS)(v)/# StabG0(v).

Let dν denote a left-invariant top differential on V defined over Z and denote by νS , νp the
induced measures on V (FS) and V (Fp) for any place p. The next axiom states that the number of
G0-orbits should asymptotically equal to the volume of the fundamental domain normalized so that
the covolume of V0 is 1. For the representations studied earlier in this paper, this axiom is the content
of Theorem 19.

AXIOM - Counting: There exists a sequence of fundamental domains R(X) for the action of G(FS)1

on V (FS)mSX (independent of G0 and V0) such that as X goes to infinity

N ′mS (V0, G0, X) ∼
√
DF

−dimV
(∏

p/∈S

∫
V0,p

dνp

) ∫
v∈F0.R(X)

mS(v)

# StabG(FS)(v)
dνS(v), (50) eq:mainequal

where V0,p denotes the completion of V0 in V (Fp). �

In practice, the region R(X) will be homogeneously expanding in X, in which case AXIOM -
Counting holds automatically if F0 is bounded. One example of this is the representation for counting
quadratic extensions over a field of characteristic 2 in Section 9, even though the group used was not
reductive. In general, the unboundedness of F0 requires averaging over a continuum of fundamental
domains, breaking it up into a compact part and a cuspidal part, and showing that the cuspidal part
does not contribute to irreducible orbits nor to volumes. In the sequel ([20, Section 3.2]), we work out
sufficient conditions for AXIOM - Counting that are combinatorial in the characters of the maximal
split torus of G.

We can now include weight functions at finitely many finite primes by breaking V0 up into
a finite disjoint union of sublattices on which the weight functions are constant and applying (50) to
each sublattice. Adding in more and more finite primes gives the following upper bound, up to lower
order error terms,

Nm(V0, G0, X) ≤
√
DF

−dimV
(∏

p/∈S

∫
V0,p

mp dνp

) ∫
v∈F0.R(X)

mS(v)

# StabG(FS)(v)
dνS(v) (51) eq:

countingmaininfuppp

Finally we restrict to Γβ acting on Lβ and impose the S-maximality conditions. For every
p /∈ S, let V (Op)max denote the subset of p-maximal elements in V (Op). Let Fβ denote a fundamental
domain for the left action of Γβ on G(FS)1. Define

νmax
m (Fβ .R(X)) =

√
DF

−dimV
(∏

p/∈S

∫
β−1V (Op)max

mp dνp

) ∫
v∈Fβ .R(X)

mS(v)

# StabG(FS)(v)
dνS(v). (52) eq:mu

Then we have, up to lower order error terms,

Nm(Lβ ,Γβ , X) ≤ νmax
m (Fβ .R(|χ(β)|deg hX)).
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In order to obtain a lower bound, we need the following uniformity estimate.

AXIOM - Uniformity Estimate: For any β ∈ cl(G) and any p /∈ S, let Wβ,p denote the set of
elements v of Lβ such that mp(v) 6= 1 or βv is not p-maximal. Then

lim
M→∞

lim sup
X→∞

N(
⋃
Np>M Wβ,p,Γβ , X)

νmax
m (Fβ .R(|χ(β)|deg hX))

= 0. (53) eq:uniform

In other words, the overestimate in the upper bound approaches 0 as we impose more and more
congruence conditions. �

We refer to the sequel ([20, Section 3.3]) for a list of methods one can use to check AXIOM -
Uniformity Estimate.

We can now state our main theorem.

thm:
countingmainS

Theorem 29. Let F be a global field with absolute discriminant DF and let S be a finite nonempty set
of places of F containing all the archimedean places. Let (G,V ) be a representation over the OS and
let χ generate the global character group. Let V (F )irr be a G(F )-invariant subset of V (F ). Let m0 =
m0,S

∏
p/∈Sm0,p be a weight function on V (F ) defined by congruence conditions. Let G(FS)1 denote

the subgroup of G(FS) consisting of elements with |χ(g)| = 1. Let R(X) be a sequence of fundamental
domains for the action of G(FS)1 on V (FS) and for every β ∈ cl(G), let Fβ be a fundamental domain
for the action of Γβ, defined in (47), on G(FS)1. Suppose the following axioms hold.

1. AXIOM - (G,V ),

2. AXIOM - Local Condition,

3. AXIOM - Height,

4. AXIOM - Counting.

Define the S-height hS of a rational orbit as in (44) and let deg h denote the rational number in
AXIOM - Height. For every p /∈ S, let V (Op)max denote the set of elements v ∈ V (Op) such that hp(v)
is minimal among G(Fp).v∩V (Op). Then the number of G(F )-orbits in V (F )irr with S-height at most
X if F is a number field, equal to X if F is a function field, where each orbit G(F ).v is weighted by
m0(v)/# StabG(F )(v) is, up to lower order error terms, bounded above by

∑
β∈cl(G)

√
DF

−dimV
(∏

p/∈S

∫
β−1V (Op)max

m0,p dνp

) ∫
v∈Fβ .R(|χ(β)|deg hX)

m0,S(v)

# StabG(FS)(v)
dνS(v). (54) eq:average

If moreover AXIOM - Uniformity Estimate also holds, then this upper bound is also the lower bound.

In practice, the fundamental domains R(X) are usually constructed so that the extra factor of
|χ(β)|deg h in the region of integration over V (FS) cancels out with the extra factor of β−1 in the region
of integration over

∏
p/∈S V (Fp). Note also the integrand in the integral over V (FS) is Fβ-invariant.

Hence when doing the volume computations, the G-volumes of the Fβ ’s usually factor out and their
summation over all β ∈ cl(G) gives the Tamagawa number of G. We now illustrate this principle under
the further assumption that the representation is prehomogeneous.

AXIOM - Prehomogeneous: For any p ∈ S, the subset {v ∈ V (Fp) | m0,p(v) 6= 0} breaks up into
finitely many G(Fp)-orbits, with representatives vp,1, . . . , vp,np

for some positive integer np. Moreover,
dimG = dimV .

A G(FS)-orbit in V (FS) is called an S-specification. AXIOM - Prehomogeneous gives the
finiteness of S-specifications and we evaluate the integral over V (FS) in (54) by breaking it up into
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a sum over S-specifications. Let σ be an S-specification and let V (FS)(σ) denote the set of elements
(vp)p∈S such that vp is in the G(Fp)-orbit corresponding to σ. Let vσ be some fixed element in V (FS)(σ).
Then StabG(FS)(v) for any v ∈ V (FS)(σ) is isomorphic to StabG(FS)(vσ) which we rename to Aut(σ).

AXIOM - Counting gives a sequence R(X) of fundamental domains so that (50) holds. To
compute the volumes, we may take any choice for Fβ .R(X). When F is a number field, there is an
embedding ι : R+ → G(FS) such that χ(ι(λ)) = λ for all λ ∈ R+. Let ΛX denote the image of the
interval (0, (X/h′S(vσ))1/ deg(h)] under ι. When F is a function field, we take ΛX to be any element
in G(FS) such that |χ(ΛX)|deg h = X/h′S(vσ). Then we take R(X) = ΛX .vσ for the purpose of the
volume computation.

We use a Jacobian change of variable formula to transfer the volume computations in V to
computations in G. For any g ∈ G, let ϕg : V → V denote the action map sending any v ∈ V to gv.
Then there exists an integer deg J such that

ϕ∗gdν = χ(g)deg Jdν. (55) eq:degJ

For any v ∈ V , let πv : G → V be the orbit map sending g to gv. Let dω denote a top degree left-
invariant differential form on G over OS . Then as in (33), there exists a polynomial J in the coordinate
of V of χ-relative degree deg J such that

π∗vdν = J(v)χ(g)deg Jdω(g). (56) eq:Jgen

For the representations studied earlier in this paper, J(v) is an integer times the discriminant of v.
We may then proceed as in Section 7 to obtain the following analogues of (38) and (39).

∫
Fβ .R(|χ(β)|deg hX)

m0,S(v)

# StabG(FS)(v)
dνS(v) =


|J(vσ)|m0,S(vσ)

#Aut(σ)

∫
FβΛ|χ(β)|deg hX

|χ(g)|deg JdωS(g) if F is a number field,(
|χ(β)|deg hX

h′S(vσ)

) deg J
deg h |J(vσ)|m0,S(vσ)

#Aut(σ)

∫
Fβ
dωS(g) if F is a function field.∫

β−1V (Op)max

m0,p dνp = |χ(β)|− deg J
p

( ∑
vp∈G(Op)\V (Op)max

|J(vp)|pm0,p(vp)

# StabG(Op)(vp)

)∫
G(Op)

dωp

We define the various local masses by

Mp,S(m0) =


Np− 1

Np

∑
vp∈G(Op)\V (Op)max

|J(vp)|pm0,p(vp)

# StabG(Op)(vp)
if p /∈ S,

∑
vp∈G(Fp)\V (Fp)

|J(vp)|pm0,p(vp)

hp(vp)deg J/ deg h# StabG(Fp)(vp)
if p ∈ S.

(57) eq:localmass

Then we have the following analogue of (6):

(54) = c τ Ress=1 ζS(s)Xdeg J/ deg h
∏
p

Mp,S(m0), (58)

where τ denotes the Tamagawa number of G and

c =

{
1/ deg J if F is a number field,

log q if F is a function field over Fq.

In practice, we usually have deg J = deg h and hp(vp) = |ε|p|J(vp)|p for some ε ∈ O×S , for
all p. Then formula (57) simplifies to an analogue of (7) and the number of rational orbits grows
asymptotically linear in S-height. We expect there to be interesting representations where deg h 6=
deg J for which the general formula (57) will be used.

35

eq:degJ
eq:Jgen
eq:localmass


Appendix A: Lattice-point counting over function fields

In this appendix, we prove Proposition 15 in the function field case estimating the number of lattice
points in an open compact region over function fields. We believe the results here may also be of
independent use elsewhere in applications involving geometry-of-numbers over function fields.

Fix a smooth projective and geometrically connected algebraic curve C over Fq and let F be
its field of rational functions. The goal of this appendix is to prove Proposition 15 relating the number
of lattice points inside a nice region to the volume of the region in the case of function fields. The main
technique we use is the theory of Fourier analysis and Poisson summation over function fields which
we recall from [47].

For any place v of F , choose a uniformizer πv and denote by qv = qdeg v the size of the residue
field k(v) = Ov/πvOv. Let kv denote the canonical exponent of v and let χv be the (continuous)
additive character Fv → C× defined in [47, §2.1.2]. The divisor class of

∑
v kv[v] is the canonical class

of C. It will not be important to us what the precise definitions of kv and χv are. Note that since Fv is
a locally compact group, the image of χv lands inside the unit circle. Let dvx denote the Haar measure

on Fv normalized so that the measure of Ov is q
−kv/2
v .

Let S be a nonempty finite set of places of F . Write FS for the product
∏
v∈S Fv; χS for the

character
∏
v∈S χv on FS ; and dSx for the measure

∏
v∈S dvxv on FS . The Fourier transform of an

integrable continuous function f with respect to S is defined to be

FSf(y) =

∫
FS

f(x)χS(xy)dSx ∀y ∈ FS . (59) eq:defFourier

In stark contrast to the archimedean case, the following lemma implies that the Fourier transform takes
a continuous function with compact support to a continuous function with compact support.

lem:FourCC Lemma 30. ([47, §2.1.3]) For any subset B of FS, denote by χB its characteristic function. Let nv be
fixed integers for v ∈ S. Then

FSχ∏
v∈S π

nv
v Ov =

(∏
v∈S

q−kv/2v

)
χ∏

v∈S π
−nv−kv
v Ov . (60) eq:FourCC

For any continuous function f on FS with compact support, define its conductor c(f) to be
the biggest open neighborhood of 0 in FS such that f(x+y) = f(x) for any x ∈ FS and y ∈ c(f). Then
Lemma 30 implies that

c(f) =
∏
v∈S

πcvv Ov ⇒ Supp(FSf) ⊂
∏
v∈S

π−cv−kvv Ov. (61) eq:support

Theorem 31. (Poisson Summation [47,Lemma 3.5.9] Define

OS = {x ∈ F : v(x) ≥ 0,∀v /∈ S},
O⊥S = {y ∈ F : v(y) ≥ −kv,∀v /∈ S},

where v(x), v(y) denote the valuations of x, y with respect to v respectively. Then for any continuous
function f on FS with continuous Fourier transform, we have∑

x∈OS

f(x) =
∏
v/∈S

q−kv/2v

∑
y∈O⊥S

FSf(y). (62) eq:poisson

For any place v, the v-adic norm |α|v of some α ∈ Fv is defined to be |α|v = q
−v(α)
v . (This is

the same definition as given in Section 2.1.) For any t = (tv) ∈ FS , its S-norm is defined to be

|t|S =
∏
v∈S
|t|v = q−

∑
v∈S v(t) deg v,
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where we have abbreviated v(tv) and |tv|v to v(t) and |t|v respectively. We are interested in the number
of lattice points in a homogeneously expanding region in FS .

prop:homoexp Proposition 32. Let B be an open compact subset of FS. Let c be a positive real constant. Then for
any t = (tv) ∈ FS such that |t|v/|t|v′ < c for every v, v′ ∈ S,

#{tB ∩ OS} =
∏
v/∈S

q−kv/2v Vol(tB) +O(1) = VolOS (tB) +O(1) (63) eq:homoexp

where Vol denotes the volume computed with respect to dS, and VolOS is a constant multiple of Vol
such that FS/OS has volume 1. The implied constant in the second summand depends only on F , B
and c. The dependency on B is through a bound M on the S-norm of elements of B and the conductor
c(χB) of the characteristic function of B.

Proof. Since B is bounded, there exists a constant M such that for any b ∈ B, |b|S < M. Suppose first
that |t|S ≤ 1/M . Then for any b ∈ B, |tb|S < 1 and so∑

v∈S
v(tb) deg(v) > 0.

On the other hand, if b′ ∈ OS , then v(b′) ≥ 0 for every v /∈ S and
∑
v v(b′) deg(v) = 0. Hence we see

that tB ∩ OS = ∅ while tB is contained in the bounded open ball defined by |b′|S < 1. In this case,
both sides of (63) are bounded by an absolute constant.

Suppose from now on that |t|S > 1/M . Then the sum
∑
v∈S −v(t) deg(v) is bounded below

by − logqM . By assumption on the proximity of |t|v for different v, we see that each individual −v(t),
for v ∈ S, is bounded below by some constant C1 depending only on M and c. Write the conductor of

χB as
∏
v∈S π

cv
v Ov and so c(χtB) =

∏
v∈S π

cv+v(t)
v Ov. Hence by (61),

Supp(FSχtB) ⊂
∏
v∈S

π−cv−v(t)−kv
v Ov.

If y ∈ Supp(FSχtB) ∩ O⊥S is nonzero, then we must have

v(y) ≥ −kv, ∀v /∈ S,
v(y) ≥ −cv − v(t)− kv, ∀v ∈ S.

Adding these up over all v gives

0 =
∑
v

v(y) deg v ≥ −
∑
v

kv deg v −
∑
v∈S

cv deg v −
∑
v∈S

v(t) deg v.

Hence the sum
∑
v∈S −v(t) deg(v) is also bounded above by some constant C2 depending only on F

and c(χB). We write S(t) for the |S|-tuple (v(t)) ∈ Z|S|.
Suppose now that

∑
v∈S −v(t) deg(v) ≤ C2. Then S(t) belongs to some finite subset of Z|S|

depending only on F , M , c(χB) and c. If y ∈ Supp(FSχtB)∩O⊥S is nonzero, then y is a global section
of some line bundle on C that depends only on S(t). Hence Supp(FSχtB) ∩ O⊥S is contained in a
finite subset U of O⊥S depending only on F , M , c(χB) and c. Write B as a finite disjoint union of
translates B = ∪bb+c(B) of its conductor. Note the number of translates needed to cover B is bounded
above in terms of M and c(χB) by taking the volume of B. Then tB is a finite union of translates
tb + c(tB). Hence the volume of tB is bounded by a constant depending only on F , M , c(χB) and
c. By the translation property of the Fourier transform and Lemma 30, we see that |FSχtb+c(tB)(y)|
for any y ∈ O⊥S depends only on c(χB), S(t) and y. Finally we apply Poisson summation (62) to the
continuous function χtB . The sum in the right hand side of (62) is bounded above by a finite sum∑

b

∑
y∈U
|FSχtb+c(tB)(y)|
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which depends only on F , M , c(χB) and c.
Finally suppose that

∑
v∈S −v(t) deg(v) > C2. Then Supp(FSχtB) ∩ O⊥S contains no nonzero

element. Therefore,

#{tB ∩ OS} =
∑
x∈OS

χtB(x) =
∏
v/∈S

q−kv/2v FSχtB(0) =
∏
v/∈S

q−kv/2v Vol(tB).

The second equality in (63) follows because Vol(FS/OS) =
∏
v/∈S q

−kv/2
v ([47, Proposition 3.5.1]). Note

there is no error term in this case.

For our applications, we need a more general version of Proposition 32 where B is an open
compact subset of FnS and is first hit by some linear transform g belonging to some open compact
subset of GLn(FS) and then scaled by some diagonal matrix t.

prop:skewexp Proposition 33. Let B be an open compact subset of FnS . Let K be an open compact subset of
GLn(FS). Let c be a positive real constant. Then for any g ∈ K and for any t = diag(t1, . . . , tn) ∈
GLn(FS) such that for any i = 1, . . . , n, |ti|v/|ti|v′ < c for any v, v′ ∈ S,

#{tgB ∩ OnS} = VolOnS (tgB) +O(Vol(proj(tgB))), (64) eq:skew

where VolOnS is a constant multiple of Vol such that FnS /OnS has volume 1, and Vol(proj(tgB)) denotes
the greatest d-dimensional volume of any projection of tgB onto a coordinate subspace obtained by
equating n − d coordinates to zero, where d takes all values from 1 to n − 1. The implied constant in
the second summand depends only on F , B, K and c.

Proof. The definition of the Fourier transform (59) generalizes to higher dimensions where one replaces
xy by x1y1 + · · ·+ xnyn when x = (x1, . . . , xn), and y = (y1, . . . , yn). The Poisson summation formula
(62) generalizes to ∑

x∈OnS

f(x) =

(∏
v/∈S

q−kv/2v

)n ∑
y∈(O⊥S )n

FSf(y), (65) eq:
poissonhigh

for any continuous function f with continuous Fourier transform. The notion of conductor also gener-
alizes and we write

c(B) =
∏
v∈S

(πcv,1v Ov × · · · × πcv,nv Ov) ⊂
∏
v∈S

Kn
v .

As g varies in the open compact set K, the conductor c(χgB) of the characteristic function of gB takes
only finitely many possibilities and the number of translates of c(χgB) needed to cover gB also has
finitely many possibilities. Moreover, there is a real constant M that bounds the S-norm of every
OS-coordinate of gb for any g ∈ K and any b ∈ B. These are the only dependency on K and B. In
what follows, we replace gB by B.

As in the proof of Proposition 32, we may assume that each −v(ti) is bounded below by some
constant C1 depending only on M and c. For each i = 1, . . . , n, we define the constants

C2,i =
∑
v

kv deg v +
∑
v∈S

cv,i deg v.

Let I be a subset of {1, . . . , n}. Suppose∑
v∈S
−v(ti) deg(v) > C2, ∀i ∈ I∑

v∈S
−v(ti) deg(v) ≤ C2, ∀i /∈ I.
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Then if (y1, . . . , yn) ∈ Supp(FSχtB) ∩ (O⊥S )n, we have yi = 0 for all i ∈ I. When I = {1, . . . , n}, then
Supp(FSχtB) ∩ (O⊥S )n contains no nonzero element and just as in the proof of Proposition 32, we get
the main term VolOnS (tB) in (64).

Suppose now I is a proper subset of {1, . . . , n}. Without loss of generality, we may assume
I = {i, . . . , n} for some i ≥ 2. We write proji,...,n for the projection onto the last n− i+ 1 coordinates
and proj1,...,i−1 for the projection on the first i− 1 coordinates. Our goal is to show that

#{tB ∩ OnS} ≤ C3Vol(proji,...,n(tB))

for some constant C3 depending only on F , the bound of the S-norm of elements of B, the conductor
c(B) of B, and c.

Any element (y1, . . . , yn) of Supp(FSχtB) ∩ (O⊥S )n has the property that yj = 0 for any
j = i, . . . , n, and for any j = 1, . . . , i− 1,

v(yj) ≥ −kv, ∀v /∈ S,
v(yj) ≥ −cv,j − v(tj)− kv ∀v ∈ S.

As before, all the possible (i−1)-tuples (y1, . . . , yi−1), as t varies, belong to some finite set U depending
only on F , C1 and C2.

For any (xi, . . . , xn) ∈ proji,...,n(tB), let B(t, xi, . . . , xn) denote the (open compact) subset of

F i−1
S consisting of elements (x1, . . . , xi−1) such that (x1, . . . , xn) ∈ tB. Then Supp(FSχB(t,xi,...,xn)) is

contained in U . This follows because the conductor of B(t, xi, . . . , xn) contains proj1,...,i−1(c(tB)). Let

CS denote the constant
∏
v/∈S q

−kv/2
v . Then

#{tB ∩ OnS} = CnS
∑
y∈U
FSχtB(y, 0, . . . , 0)

= CnS
∑
y∈U

∫
(xi,...,xn)

∈proji,...,n(tB)

∫
(x1,...,xi−1)
∈B(t,xi,...,xn)

χS(x1y1 + · · ·+ xi−1yi−1)dSx

= CnS

∫
(xi,...,xn)

∈proji,...,n(tB)

∑
y∈U
FSχB(t,xi,...,xn)(y)

= Cn−i+1
S

∫
(xi,...,xn)

∈proji,...,n(tB)

#{B(t, xi, . . . , xn) ∩ Oi−1
S }dSx

≤ Cn−i+1
S

∫
(xi,...,xn)

∈proji,...,n(tB)

#{proj1,...,i−1(tB) ∩ Oi−1
S }dSx

= Cn−i+1
S Vol(proji,...,n(tB))#{proj1,...,i−1(tB) ∩ Oi−1

S }.

Finally the same argument as in the proof of Proposition 32 shows that

#{proj1,...,i−1(tB) ∩ Oi−1
S } ≤ C4

for some constant C4 depending only on F , the bound of the S-norm of elements of B, the conductor
c(B) of B, and c. This completes the proof of Proposition 33.
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no. 1 (1984), 13–88.

41

BST
BSW
rankone
bsddensity
BV
BV2
Brl
BP
Cnrd
DW
Lipschitz
DH
DF
AWD
G
JP
KW
KL
Mlnr
Os


PS2 [39] B. Poonen, M. Stoll, Most odd degree hyperelliptic curves have only one rational point, Ann. of
Math. (2) 180 (2014), no. 3, 1137–1166.

SK [40] M. Sato and T. Kimura, A classification of irreducible prehomogeneous vector spaces and their
relative invariants, Nagoya Math. J. 65 (1977), 1–155.

Smass [41] J.P. Serre, Une “formule de masse” pour les extensions totalement ramifiés de degré donné d’un
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