
Math 218 — Assignment 6 solutions

Alex Cowan

3.1)
Step 1 and Step 2
We have x′

1 = 2x1 + 3x2 so setting x′
1 = 0 yields x2 = −2

3
x1. Since x′

1 = 0 there is no
horizontal movement so we get a bunch of vertical tick marks (red curve in the plot below).

Similarly we have x′
2 = 2x1 + x2 so setting x′

2 = 0 yields x2 = −2x1. This gives horizontal
ticks marks (blue curve in the plot below).
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Step 3

Adding in the lines corresponding to the eigenvectors

[
1
−1

]
and

[
3
2

]
yields:
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Step 5
Each arrow just represents the vector that would be calculated by plugging in that specific

(x1, x2) value into the RHS of the DE to generate x′.
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Step 4 As t → −∞ we have that e−t will dominate e4t. Also e−t will be ”blowing up” as
t → −∞ so the solution curves will be far away from the origin. Since the coefficient of e−t in

the solution is the vector

[
1
−1

]
then solutions will start off close to and “parallel” to this vector.

Note that the specific position (above or below, top of the graph, bottom of the graph) would
ultimately depend on the initial conditions.

Using a similar argument as t → ∞ but where e4t dominates and we move toward and

“parallel” to

[
3
2

]
yields the rest of the curves.

Putting this together we have:
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3.2)
For this system we first need to find the general solution. Using the eigenvalue/eigenvector

method we should arrive at:

x = c1

[
1
−1

]
e3t + c2

[
1
1

]
e7t

The main difference here is that we now have two eigenvalues that are positive (3 and 7). So
as t → −∞ the value of x approaches zero (i.e. the origin).

Step 1 and Step 2
We have x′

1 = 5x1 + 2x2 so setting x′
1 = 0 yields x2 = −5

2
x1. Since x′

1 = 0 there is no
horizontal movement so we get a bunch of vertical tick marks (blue curve in the plot below).

Similarly we have x′
2 = 2x1 + 5x2 so setting x′

2 = 0 yields x2 = −2
5
x1. This gives horizontal

ticks marks (red curve in the plot below).
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Step 3

Adding in the lines corresponding to the eigenvectors

[
1
−1

]
and

[
1
1

]
yields:
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Step 5
Each arrow just represents the vector that would be calculated by plugging in that specific

(x1, x2) value into the RHS of the DE to generate x′.
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Step 4 As t → −∞ we have that e3t will dominate e7t (i.e. e3t > e7t). Another way to think
about it is to factor out e3t from the solution to get

x = e3t
(
c1

[
1
−1

]
+ c2

[
1
1

]
e4t

)
which hopefully demonstrates that the second term in the brackets becomes less important as
t → −∞.

Since e3t will be shrinking as t → −∞ the solution curves will be close the origin. Also, since

the coefficient of e3t in the solution is the vector

[
1
−1

]
then solutions will start off “parallel”

to this vector (but still close to the origin which makes it tricky to see). Note that the specific
position (above or below, quadrant 2 or quadrant 4) would ultimately depend on the initial
conditions.

Using a similar argument as t → ∞ but where e7t dominates and we move toward and

“parallel” to

[
1
1

]
yields the rest of the curves. Note that as t → ∞ both exponentials “blow up”

and so we are moving away from the origin.
Putting this together we have:
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