


Modules?

What is a module ?

What can we do to one ?





Examples
1) Vector spaces

2) A - invariant subspaces : modules over
F-CAT , e. g.

(a) Walk modules : span {Arn : r> a) = :<⇒

(b) equitable partitions



3) Matdxalf ) ; R = Mabd×d (F)

MfMatdxdt) ; A. Be Mated (F)

LA : M→ AM ; RB : M -9148

↳ ↳ :M = AIBM ) = (AB) M = Lpfm,
1A↳ •LAB

RAG em) = MBA = Rpg /M ) opposite ring
redefine?

-

RAIN )=MA* , Rprpfmk.NO#A*=MlAo)*



Operations

A submodules

2) sums
,
direct sums

,

M -0N

3) quotients : MIN

b) homomorphisms : y :M→N
4 /rm) = rnfcm) , reR



Module example : control theory
we have a system of na bodies arranged
in a line . At time v., the temperature of the

i.th body is t.fr) er e-Is . Assumptions :

(a) we control the temperature of the o
-th
,

body; at time r it is un.

to t, two
(b) tncr)=0 for

all r.
② con- ④

(c) If or i < n, then

tifri-M-fti.im 1-
'

Iti In + ¥ti+, G)



Assume 1- = (to , . . ,tn5. Then
i

1-Crn) = At.cn -1 ucnb .

If n=4

o o o o o

A = g ie g o o
b --

µ( ¥1 :o)o o ¥ ¥ ±
,

o o lo e

By choosing different sequences uol.uen.m.ua )

we can reach a variety of different

temperature distributions. Which ones?



Assume 1- lot -_ 0 . Then

1-(1) = ucasb

1- 12) = nob + uldAb

1-b) = uh )b + ucn Ab + ucolA'b

:

and if

Wr= (b Ab . . . A
"

b)

then
term . w.LI:|

Conclusion We can reach a state 1-Crib if & only if

it lies in the A-module < b >A
.



Problem Suppose we start in some (non-zero)

state c- to) and the system state at timer is

Hr) = Artie . If we are given the average values

n÷É tin at each time, can we deduce
the

c :c

initial state? efntr.HR
Tbsp > RM

/
"hi = Rn -11

observable
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Complements - Sums → Idempotent



Complements -7 direct sums

If M, , Mz f V, their sum M
,
+Mz is

{ u, + Uz : 4, C-My , uh C- Mz }

If M
,
nM
,
= co> and M

, -1142 __V , then

Ma is a complement to Me

If M, has a complement Me , then V

is isomorphic to the direct sum of M , & M,

We may write this as
M
,
④Mau



Assume M
, , .

.,MafV .
Define Mi=§;Mr

Then V is the direct sum of M , , -→Mk

(V E M
,@ . -④Mk ) if V is the direct sum

of Mi & ME , for each i. .



Sums → idempotent,

If U = M
,
-1M
,
and well

,
then v=v

, -14

Ci Emil . If also v=vi+Y
'

Cri EM;), then

Y-vi-vi-T.in Mi
-in Mz

and so v
,
- y
'

, Vive M , -+Mz . Hence if

M
,
nM
,
-407

, the decomposition of v. is

unique and the map q:V
-su given by

-11
,
(v) = V1 IT

,

'
-_ IT

,

⇐F- G-%)
is an idempotent .



If re R
,
then rw = rw, + rwz

and 17, lrw )
= r -11,1W) .

Moral Direct sum decompositions abelian group

correspond to idempotent in End Ñ
that commute with R.ie. in End,zfm ) .

Given such 1T, decomposition is

✓ = • (v ) + (I -TIN



Lemma Assume U - U, ④ Ua
.

and it is the

projection onto U, . Then an endomorphism A

fixes U, & Uz if and only if A -n=ñA.

If P is the matrix representing it , then

A- = PAP + II-P) A CI-P)
1A is block

diagonal )



Remark: x,. . ,xd is a basis for V if &

only if ✓ = Cia> ④ - i
- ④ < xd>



Primary Decomposition

( decomposing modules for F-1A] )



Minimal polynomials
-

ya
manic polynomial ✗ of least degree
such that ✗ (A) = 0:(Existence uses the

fact that F-(b) is a principal ideal
domain .)

'

Yap,
monic polynomial of least degree
such that ✗(A) x - 0.

Clearly YA,
divides VA . Also YA

,,

is minimal

polynomial of restriction of A- to span {Arx :r> a}



Lemma : F- [A) ⇐ F- It]txµtD
Hence an FIAT -module is an Fal -module.



lemma Any polynomial vets in FID

admits a factorization A) = ii-V.lt, where
1--1

Yi A) c- IF and 4. It) is a power of an

irreducible .

If Xi
'
:-. ✗Hi , then :

m

F- It]Kxan ⇐ ④ F-HH; A)
is I



Theorem Assume yet has primary factorization
4- II.Xi

.

Set Yi - Yai . Then there are

polynomials aft such that

I aint,! -1 ,
i

Seb Ei. -- ai (A)V1,! (A) . Then.

Ei - Ei , C-ic-j-04-i-jl.EE; =I

The minimal polynomial of Afimcci) is V1; .



Degree of Xp Hi ? F-

Lemma If 1-c- End( ) , there is a vector ✗

in ✓ such that X-p,
=

Vg .

Proof. Assume first that ×, = pcbsm , where p is

irreducible
.
Then p(TIM =0 and p CTM

'
-1-0

.

Choose ✗ so that pi)m
"

x =/ 0 .

Suppose 0 is manic and 40)x=o . Set

✗ A) - gcdlp ?g). Then ✗ =pm or 21pm
"

.

As pH"n -1-0
,

we have ✗ =p
"

and Xp / 9. So Xs =Yqx -



Assume it, has coprime factorization 45-4,14
and U. .lk are the direct summands corresponding
to V1, Rik .

Let G- e Es be the associated

idempotent
.

Choose xi c-U; so that the

minimal polynomial of T on U; is Xi .
If 9 is manic & 9117 Ix, -1%1--0, then

-9144 . Now

0 = E
, 9 /T) Gc, -1%1

= 9/17 E, Cmon ) = q(T)x,

and so V1, / el . Similarly 2h19 and

hence 41-1 9. I



Root spaces
we work over 1C

,

any alg . closed

field will do.



1- c- EndN)

4- =
ICE

-oijn "
I- I

k

Then V = ④ her ((T-oimi) .
We say

i=)

her ((T-o;D
") is a root space .

If

(T-OII)
"

v - o for some r then v is a

root vector ; the least value of r is its index.



The a-rector is a root vector of index O

lthe only one).

A root: vector of index one is an eigenvector.

Theorem If 1-c- End CV) , then V has a

basis consisting of root vectors for F.



Lemma 16 v. , . .,Vm are non-zero root vectors

with distinct eigenvalues 9. → am , they are

linearly independent.



Examples

(a) Suppose V has basis e, , . .. en .

Define

T in End A) by

Tei -

Yin
,
i - n ;

① , I =0 .

Then the minimal polynomial of T is 1-
^

,

and V is a root space, for T

F- 11-1/11-4



(b) V = (
•
(R )

,
0 is differentiation

.

Define an operator My on V by

My (f) = ebtf

Claim 14,0M, = 0-21

Claim her (1)⇒IT = { e-'tp :p c- RICH, deglpkr }



(c) ✓ = ①
N
,
S is left shift

f : (ao ,ar, -- ) 1-7 (9, , az , nm )

Define My by

My Cho, 9pm ) = (Go , ]a, Faz, - n )

claims :

S ->I - M, CS-1-914,

her (f-IIT = { 1pm ,bplD,ÑpN, -a) : degcpjcr}



Example : solving linear recurrences

consider (why be
original? )fn+, = fn + Fn,

If f- = Cfo, f., . .. ) , then f satisfies this recurrence

if& only if -S -Iif =o , i. e. fe her (5-5-1) .

Seb K = Kev (51-5-1). Then

(a) K is S-invariant

(b) dim (K) = 2 .

cc ) minimal polynomial S on K is t
'

-1--1
.



Therefore K has a basis of root vectors .

The zero
of Xs are

+ a±ws5
" -1

Since zeros of V1 are simple ,
all non-zero

root vectors are eigenvectors . Therefore

f-= A 11.0.0?. .. ) -18 (1,97 . - -7



Fn-11 = 3%-1- Fn-12

153-35+41=0

1-
'
-31-+2 = (1--59-+2)

I| ( ft, -2,4, -8. - :)
(paypal.in ) ) deg Cp) = 0,1

f. = Aint + Cfvjn



Diagonaligabity
A matrix is diagonal} able if it is
similar to a diagonal matrix

what is the minimal

polynomial of µ
toof



Theorem. Let A be an nxn matrix over

an algebraically closed. field E. The

following are equivalent :

can A is diagonaligable
(b) F-

n has a basis that consists of

eigenvectors of A

e) The minimal polynomial ox of A has
no repeated factors



(a) ⇒G) If two matrices are similar. they have the

same minimal polynomial. The minimal poly
of a diagonal matrix has no repeated
factors. So (a) ⇒ (c)

(c)⇒ (b) If ✗ has no repeated factors, all non-zero
root vectors are eigenvectors. Hence. (e) ⇒ Cbl

.

a) ⇒ ca, Let the columns of L be eigenvectors. Then

AL =L where D is diagonal.



So we have a useful criterion for

deciding if A is similar to a

diagonal matrix .

What about a condition for

deciding if matrices A & 8 are similar?



A = A
*

A'a = 0

A
*Ax = a

x*A*An =0

An = 0 ⇒ no root vectors for 0
with index >2

(A-aIPx = 0 ⇒ (A-%I)x= 0


