


Matrices over Z
,
F-It]



We work with matrices over a ring R .

We assume R is commutative (which means

we can use determinants.

Matrices A & B over R are equivalent if there
are invertible matrices P and G such that

B = PAQ.

This is an equivalence relation .



Theorem Let F- be a field . Two nxn matrices

over 5 are similar if & Only if TIA and
1-I- B are equivalent over F-It] .

We don't prove this now.

one reason it holds is that F-It] is a

principal ideal domain .



Transfer matrices

consider a dynamical system

an-1, = Aunt Bnn A nxn

(1) 0 nxk

yin
= Coin 1- Dun

we are given no
,
A. B
,

C
,

D
.
The sequence

un in > e) gives the inputs , the yn are the

outputs. We use generating functions

to determine the relation between Canino
and (yn )nzo .



feb ✗(g) = I nnj
"

,
U /g) =?unjn , ✗G) yn.si

Multiply the first equation in CD by j
"

and

sum :

✗lj 't →⇐ JAYG) +HUG )

→ (I-j
'

A)Xlj to 1- j
'BU G)

✗His xolI-jAI-jfI-j.AT:B UH



Multiplying the second equation by th
and summing yields :

Yep = CX/g) 1- DUG )
= %C4-z-AY-ijlI.si'ATB UH + DUG)

Assume xo -0 . Then

Ylz )=¢lzI-A) 8 +D) UH
It's traditional to refer to

control theory

Cfjt-A.)
"

B +0 convolutional code

as the transfer function of our system .



Equivalence



We start with equivalence of 2×1 vectors
over a ring R .

a b

ly >
e) 151=4 by

Here an-1 by lies in the ideal c)by> generated
by xey .

If R is a principal ideal domain ,
then ex

,y> =D, and we may choose a. b

so that ax-1 by =D . Then
,
since dlx eddy

1%1%1111=111



As
a b

det %) = '
we see that the vectors

111 . 111
Are equivalent.

Lemma Assume R is a principal ideal domain
.

If y = into Rm, then y is equivalent to

god {✗i.→Xm} e,



Lemma Assume R is a principal ideal domain .

Then A is equivalent to a matrix of
the - form

8 c. - - a

1: at
Proof Using the previous lemma , A is

equivalent to

I:*



Each entry of this matrix lies in the ideal generated
by the elements of A ; assume this ideal is

generated by S
.

Applying the row version of the previous
lemma

,
we bring the previous matrix to the

form

I:*
where dzldi

.

If d
, =D , , then 2=0 .

So we continue ; at each step either
the 11,1) -entry decreases, or we're done. ☐



We say an mxn matrix D is diagonal if

D;; =0 when i -tj .

Existence of Smith normal form :

Theorem Any matrix over a principal ideal
domains is equivalent to a diagonal matrix
D such that D;, /0in,i+ , for each i.



Proof Only the divisibility is in question
we have

1%1-1%1::D -1¥. ";)lnatyb b

→ (;
a

:') → f.
"

E) → f; a;) ☐
1 : -1%

We are left with uniqueness.



Fitting ideals



Binet-Cauchy

Assume A & B are kxn- matrices ksn
.

If C is kxn and S is a h-subset of {↳ n }
,

define pg (C) to be the determinant of the

kite matrix formed by the columns of C

indexed by S .

Theorem

def (Abo ) = E pg (A) pg (B)
SSG.mn]
1St - k



The cases k - l e k=n are familiar.

Proof/ Recall that

del:( 1-f- + B'A) = 1-
"kdetltt

-

+ ABT

and consider the coefficient of 1-
"k

.

On the right . it's diet CAB 'd . On the left
,

we find the sum of the principal hxk
minors of BTA

.

Now if 15th & 5=4 .-→ n},

the ISS) -minor of BTA is

pg (B) p (A) .
Tao,
via
Wikipedia



The Fitting ideal F. (A) of a matrix A

is the ideal generated by the lhxk) -minors
of A- .

It is defined over any commutative ring R .

Over a principal ideal domain, there are
elements fk of R such that F. = Cf, >

Theorem If A and B are equivalent matrices,
Fr (A) = Fnla for all k .



Proof Assume P is invertible . By Binet .Cauchy,
each rxr miner of PB lies in Fr (B) . Hence

F- CPB) 8 fr (8).

Since the entries of P
"

lie in R

FfB) = Ffp
"
(PBI) £ Fr CPB] . ☐

Finally ,

if D is a diagonal matrix &

Di
,
i /0in, in for each i , then Fr (D) =D,r



The terms Oi
,i
are the invariant factors

of A
.

The invariant factors of t.li-A are referred to as

its elementary divisors. The product

-110in. of the elementary divisors is ¢/A.tl;
further Dna is the minimal polynomial of A .



Division



We want to divide Flt) = I Fit " by
k=o

c-I- A. We have

4-I-AT
'
= t
"IAi t

- i

ii. o

and hence the coefficient of 1-
"J

in

Flt) HI-A)
-1 is

FoAi 1- F, A
""
+ . . . -1 FrAI

"
= (Fo + F.Aa . - + frAr) A

"

Therefore

Fct) ( 1-I-A)
"
= QH) -1 f-(A) A-EAT

'

\
polynomialand

FH)=QHlI-tA)-fATf)



HI-A) adjHI-A) = ¢A)I

016)I = A A) HI-A) + GIA )

(( 1- f-A) - 611-1111-I-A) = ¢ (A)

⇒ 0183=0 Cayley- Hamilton



Equivalence & Similarity



We redeem a debt by proving :

Theorem Let F- be a field . Two nxn matrices

over 5 are similar if & Only if TIA and
1-I- B are equivalent over F-It] .

Proof You may prove that if A and B are

similar
,

1-I-A and TIB are equivalent over F-It].
So assume we have invertible matrices Pits & Alt)
such that

PA, ITI-A) = HI- B) Gets



Then we may write

Plo) = AI- B) Potts + P,

①A) = AfHAI-A) +Q,

and therefore

0=41-1- B)Dolt, + P, ) AI-A) - III.B) (Qoltlltt-A)*Q, )

=

""÷;¥¥*→"""÷;¥¥9-
So Patti -Qolt) and

LP.lt/--A1--CtI-B)Oy--



We see that P, =Q, and similarity follows
if we prove Q, is invertible .

We may assume

that

Q It )
"
= Rolt A-I- B) -1,12,

( Recall: ①A) = AfHfoI-A) +Q, )
we have

1- =/RoltI- B) + R,)(Qo HI-A) +Q, )
g.

P
,
AIA)

= Roll-1-13112,11-1-A) + R
, feltI-A) + RetI-BTQ, + R, Q,

=

lÉ¥¥_A -1B£'s+any



Therefore R
, Q, =I & Q, Cand P, ) are

invertible
.


