


Controllable graphs



lemma ACH has no eigenvector

orthogonal to h if and only if

s A. hh?> = Matron
.

(E)
ea

east -

,

The pair IX. b) is controllable if

<A
,
hht> ⇐

•

Matron (B) .

The graph ✗ is controllable
.

if

<A,J> = Matn * n FR ) .



Theorem to
'

Rourke ituri] Almost all graphs
are controllable . For almost all graphs ,
all the pairs (A. eaeoi) (a e- VIX) ) are

controllable .

Lemma ✗ is controllable ⇐ ¢18,61 and

¢0,-to ) are coprime. The vertex a is

controllable iff 00,6) & ①A- a,t are

coprime ,



Lemma If ✗ is controllable
,
Ant#=D

.

If (✗seal is controllable , then Ant#a = 47 .

Proof
. Every permutation matrix commutes

with T
,
and a permutation matrix P

Commutes with A if & only if PeAu6H?

So if P c- Ant (X)
,
then P e- Comm KA

,
S> ,

and so P=I . g



An isomorphism invariant for controllable

graphs.

Assume NCX)1=n and define

W'
✗
= 11 A1 . . A

"

1) walk matrix

we can order the rows lexicographically,
in this case we say Wy is ordered .

( Note that if W✗ is invertible . no two rows
of W✗ are equal .)



Theorem Let ✗ and Y be controllable

graphs with ordered walk matrices

W✗ and W
, respectively . Then ✗⇐Y

if and only if ¢4, 1-1=014,1-1 and W×=Wy

Proof . We have

A×W✗=W✗C¢µ, , Aywy ' Wx Colly)
If W×=Wy , then

(Ax -Ay)W✗ = W× ( Coco
-Cay) )

lfwx is invertible, A-
✗
= Ay .



Reminder : if W= 1h Ah . . . A"h ] , then

AW = [Ah Ah . . .
Ahh ]
/ companion

matrix

of 41×1-1
e. - O *

= 1h Ah .
.
- A
"

'M / In,
= Wcg /At)

n



27--10-21

Theorem If ✗ & Y are controllable and

WH
,
t) = WIY.tl

,
AKE

then 00,1-1--014,1-1 .

Proof
,
Set A -_AH) , D= ACYJ .

Define

Ñ× = 11 Az . . -An 1) , Ñy = II. BE . . B^D
Then

.

nx In -11)

(Ñjñ×)i; = IAI z
and therefore

ÑÉÑ× = ÑyÑy Gram matrices

of columns



Two sets of vectors { b.mobile { c.men

are congruent if < bisbj> = Cci
. g.) Hi,j

Theorem
.

The vectors { b.mobile { c.men

are congruent if & only if there is an

orthogonal matrix @ such that Abi __c,
for all i.

So if 8 = lb, , -→bit , G- ftp.ycbf and
08 = FC

,
then C- QB

,
for some orthogonal Q.



Euclidean geometry % AHA
43

Sketch ofproof:

(a) reduce to case where the columns of B

and C are linearly independent .

(b) If b.mob; are linearly independent
and < ibn> = Cy, y> and <nobis = Cy , bi>

then there exists orthogonal G s.to Abi :b; chit;)
and An __y .



To prove (b) , show that there is a

reflection swapping seey and fixing bnmsbj

• EatCu) : = n - É a
la, a)

• Tea (a) = - A , Ta Iu) = U if uf at

• Ea is orthogonal
a = x-p



We had ñÉÑ✗ - Ñywy .

It follows that there is an orthogonal matrix
Q such that QÑ, = Ñy . Therefore

QAK z = 8k£ (of kfn )

and Az =L .

Hence

①Ang! I = 0^1

and @ GAG
'
& B have the same characteristic

polynomial. I



Let Nitti be the generating function for
walks in ✗ that start at i and never

return .

Then

will,t ) = Win:O,tlN; Al

WCX.tl -WH-i,t ) - Wi.it/.t)NiltT

⇒ WCX.tl -wait) =
WiH
wi.icx.to

-

Corollary Will.tl is determined by WH, b)

WCX-i.tl and 0K - i. t ) ; WH- i. t ) is

determined by ¢0- i, t) & ¢ i. 1- I



Theorem If ✗ is controllable
,
it is

vertex reconstructible .

1-emma [Hagos] The polynomials ¢# i. t)

and ¢0T, b) Cie VIX) ) determine QQ.tl
' and ¢ (Fst ) .

Proof of theorem . Suppose V0)=VH) and

✗- ins Y- i for all i in VIX) . Then ✗ & Y

have the same walk matrix W.
Now

AWW = WC¢,no, i A G) W - WCO(Yt)

⇒ AA) = A-(Y)


