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1. Texas Hold’em Poker: Each player receives 2 cards from a standard deck (4 suits x 13
ranks=52 cards). Then 5 cards are dealt which are shared by all the players. Each player tries
to make the best 5-card hand they can from the 7 available cards.

A “straight” is 5 cards in a row, not necessarily of the same suit. E.g. 6, 7, 8, 9, 10.
a. Suppose you have 7 and 9, and the first three shared cards are 2, 6, 10. What is the
probability you get a straight once the remaining 2 shared cards are dealt?
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b. Suppose you have 7 and 9, and the first three shared cards are 2, 6, 8. What is the
probability you get a straight once the remaining 2 shared cards are dealt?
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¢. Suppose you have 7 and 9, and the first three shared cards are 2, 5, K. What is the
probability you get a straight once the remaining 2 shared cards are dealt?

we need o L ond an T, eiblar order

- - . 1.8 cp
P(b,5) + P(3%.4) AL - L 0OlS

NoJr(t '\‘\ &C%\lokuj A/oe'smv-{* Ma-'\—Jrﬁr— howi MCL\/L\-j "3[003::(5“
Hove oare' Eoacl cf Hie SEST = HF card sy Yoo

cont sea 15 QCL’\JQ.H:] m;dj to e “P nex



2. Dependence of Events: Suppose an event E makes another event F more likely to occur, i.e.
P(F|E) > P(F). (For example, if the weather forecast predicts rain, you are more likely to bring
an umbrella to school.) Is it always the case that F occurring makes E more likely to occur,
i.e. is P(E|F) > P(E)? Does dependence act in both directions?

a. What is your intuition about the statement: if P(F|E)>P(F), then P(E|F)>P(E)

'TL%—C‘S no l/wovkﬁ O“N 5 wihe +<: -‘H/\.,igx_ ):,,_,—l- J o\l\ucxgj_g
’F\OVL/\C& ”H-/‘-&‘k G S‘(!\a, UVL\—«j M)OUlA I;jou l::r\r\cjlej

oew vuabrella Mot(oe it Meovre li'ci’_ilj fo rolia

Now let’s investigate with some examples. For each experiment below, write down the state
space S, the sets E and F, calculate P(E), P(F), P(EF), P(E|F), and P(F|E), and determine if the
statement holds.

b. When rolling a fair 6-sided die, let E = “roll is even” and F = “roll is >3”
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d. Let’s return to the umbrella and rain example. Say you check the weather forecast
every day and always bring an umbrella if it predicts rain, which it does 20% of
the time. The forecast is wrong 10% of the time. If E = “it rains” and F = “you
bring an umbrella” then check the statement as above. Does this match your
intuition in part a? _
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e. Can you prove the statement?
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1. On each turn, you roll a fair 6-sided die. You collect the puzzle piece matching the
number you rolled, if it has not been collected yet.
a. What is the expected number of turns it takes to get all 6 pieces (in any order)?
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b. What is the variance of the number of turns?
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c. If you have to get the pieces in order (1 - 6), what is the expected value and
variance of the number of turns?
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d. Repeat a, b, and ¢ if it is an n-piece puzzle and you roll a fair n-sided die.
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. Suppose bacteria are distributed randomly and uniformly through a body of water, with
an average concentration of 0.2 bacteria per cubic centimetre (cc) of water.
a. What is the probability that a water sample of 10 cc has at least 2 bacteria?
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b. Suppose 10 independent samples of 10 cc are taken. What is the probability that 6
of the samples have at least 2 bacteria?
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c. Samples of 10 cc are tested until 6 with at least 2 bacteria are found. What is the
obability that exactly 10 samples in total are required? -
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d. Why is the answer for c¢) greater than/less than/equal to the answer for b)? Explain
logically in one sentence.
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e. For a different body of water, you know that the probability that a 10 cc sample
has no bacteria is 0.3. What is A, the average concentration of bacteria per cc, for
this body of water?
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1. This will give you some practice with the Multinomial Distribution.
Roll the (biased) die 10 times and write the numbers you get in the boxes below:
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How many 1’s: 3 How many 2’s: 5 How many 3’s: 2

a. What is the probability of observing your number of 1°s, 2’s, and 3’s in 10 rolls?
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b. Write down a general expression for the probability of observing x 1°s, ¥ 2’s, and
10 —x -y 3’sin 10 rolls. Remember to include the ranges of x and y.
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c. What is the probability of observing your number of 1’s in 10 rolls?
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d. Take your general expression in (b) and sum it over all possible values of y (note:
possible values of y depend on the value of x) to obtain the probability of
observing x 1°s in 10 rolls. Remember to mclude the range of x.
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. What is the probability of observing your number of (combined) 1’s and 2°s in 10
rolls?
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Take your general expression in (b) and use it to obtain the probability of
observing z (combined) 1’s and 2°s in 10 rolls. Include the range of z.

Hint: Use the result P(Z=z) = P(X=0, Y=z) + P(X=1, Y=z-1) +..+ P(X=z, Y=0),
or equlvalently in summation form, P(Z=z) =y, P(X=x, Y=z-x) forx = 0 to z.
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. Suppose you are told that the 10 rolls will have your number of 1’s. What is the
probability (given this information) of observing your number of 2’s in those 10
rolls? Hint: this is a conditional probability and you already have both the
numerator and denominator in previous parts.
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. Determine a general expression (and simplify it) for the probability of observing y
2’s in 10 rolls, given that there are x 1°s in those 10 rolls. Include the range of y.
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What do you notice about the resulting distributions in d, f, and h?
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This tutorial will give you some practice with joint transformations, step by step.
1. Step 1: Find (graph) the support of U and V, for the joint transformation of X and Y
a’ O<x<y<2;U=Y-=X, V=Y
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2. Step 2: Determine the inverse transformation to get X and Y as functions of U and V
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3. Step 3: Find the determinant of the Jacobian matrix to divide by for the joint pdf
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4. Step 4: put all of them together to find the joint pdf of U and V, given f(x,y)
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This tutorial will give you some practice with conditional expectation and double averaging.
1. Let X = your group number divided by 2 (round up). Let Y = your shoe size in US sizes.
a. Calculate E[Y|X=x] where x is the value for your group. Note: you will need to
combine your information with another group to obtain this number.
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b. Calculate P(X=x) where x is the value for your group. Note: you will need the
total number of people in the class for this so wait until everyone arrives. Send a
representative to report these numbers (a) and (b) to Diana.
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variable E[Y|X], calculate E[Y].
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b. Calculate P(X=x) for your age x. Send a representative to report these numbers (a)

and (b) to Diana.
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c. Go back to your original groups and find the distribution of the random variable
E[Y|X] by filling in the chart below:
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3. Suppose you roll a 6-sided die until you obtain a 4, and let X = number of rolls it took.
Then you flip a fair coin X times, and let Y = number of heads you get.
a. What is the distribution of X?
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b. What is the conditional distribution of Y|X=x?
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i. Give an expression for how to find the unconditional probability P(Y > 1).
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This tutorial will give you some practice with Markov chains and transition matrices, and how

we can classify the states.

1. Markov Chain 1
a. Write down the transition probability matrix P for this chain.
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b. Can you ever get from state 1 to state 3? Can you ever get from state 3 to state 1?
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c. Imagine you are in state 4. How many steps can it take to return to state 4?
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d. Do you think it is more likely for the chain to be in any particular state at a
random future time? Why or why not?
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2. Markov Chain 2
a. Write down the transition probability matrix P for this chain.
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c. In what way(s) do states 3 and 4 behave differently from states 1, 2, and 57 (There
are at least 3 ways, get as many as you can think of)
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d. Imagine you are in state 4. How many steps can it take to return to state 4?
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e. Do you think it is more likely for the chain to be in any particular state at a
random future time? Why or why not? '
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3. Markov Chain 3
a. Write down the transition probability matrix P for this chain.
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c. Imagine you are in state 4. How many steps can it take to return to state 4?
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d. Do you think it is more likely for the chain to be in any particular state at a
random future time? Why or why not?
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This tutorial will give you some concept review and practice questions for Test 1 on Thursday.

On this side of the page, summarize the most important results from Lectures | — 2 (yﬁp% 4,12, H)

On the other side of the page is a question relating to that material. Everyone in the group must

be comfortable explaining both sides of the sheet.
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. A call center has 5 phone lines which are independent of each other. For each line, calls
arrive at the center following a Poisson process at a rate of 10 calls per hour. There is a
red light for each line, and if there have been more than 2 calls in the past 10 minutes on
this line, the red light will flash.

a. For any phone line, find the probability that the red light is flashing.
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b. What is the probability that at least two phone lines have the red light flashing?
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c. Given that at least two phone lines have the red light flashing, what is the
probability that all 5 are flashing?
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This tutorial will give you some concept review and practice questions for Test 1 on Thursday.

On this side of the page, summarize the most important results from Lectures Z,r* 5 (§€p+ 19 2})

On the other side of the page is a question relating to that material. Everyone in the group must
be comfortable explaining both sides of the sheet.
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2. Suppose X and Y are discrete random variables with joint pf p(x,y) given by:

X Y 1 2 3

1 /12 13 174/ 75 Pa()

2 1/4 N 0 1/12 Y, ?x(l)
e Y3, /> A

2
a. Fill in the mPa);'g(i%QI distributigr}’s (;)f)X and Y in the Yt)eaagé%bove
b. Find the mgfof Y 2T v
w 5
Yt .l Ao _ [61 ) “i"y e \ <.
£ Ele™] = 2 ey = % CAE

,.t_
— \l(e/ﬁ:‘r fzi:f’c%)
%

¢. Find the covariance of X and Y. Does this value make logical sense?
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This tutorial will give you some concept review and practice questions for Test 1 on Thursday.

On this side of the page, summarize the most important results from Lectures () — ( 56<|7+ 26, 28)

On the other side of the page is a question relating to that material. Everyone in the group must
be comfortable explaining both sides of the sheet.
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3. Suppose X and Y have joint pdf f(x,y) = x’ye™ for x>0, y>2
a. Find fy(y) and determine if the variables are independent
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b. Find E[XY], using a gamma function to simplify your integration
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This tutorial will give you some concept review and practice questions for Test 1 on Thursday.

On this side of the page, summarize the most important results from Lectures 8 ’61 CO 3 ) )

On the other side of the page is a question relating to that material. Everyone in the group must
be comfortable explaining both sides of the sheet.
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4, Suppose X is the number of trials (with probability of Success p) to obtain a Success. A
fair coin is then flipped until X heads occur, and the number of flips required is called Y.
a. Consider the conditional random variable Y|X=x
i. What distribution does it have?

aealp) ‘ 8
KNG ‘i?v P R A
N cx Ty ; Ve

e

il. What is its conditional range?

[.X )&O> 1 V‘Atcﬁf’/fs

iii. What is its conditional mean E[Y|X=x]?

-

e

SAPCE 5‘2 AT

b. What is E[Y[X]?

ECvv=2 X

¢. Find E[Y).

Eletvindl=  efaxd= 280 = 2] - 2
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This tutorial will give you some concept review and practice questions for Test 1 on Thu.rsd

Group: S .

On this side of the page, summarize the most important results from Lectures | O — kalfaf l ) (9ct 17, lo\'

On the other side of the page is a question relating to that material. Everyone in the group must
be comfortable explaining both sides of the sheet.
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5. Suppose M ~ U(10,30). Errors occur according to a Poisson process with rate M errors
per hour, and the number of errors observed in an hour is called X.
Thus, XjM=m ~ Poi(m)
a. Find E[X].

Bl = BELECXI M) swmee  X[M=m o~ Do « ()
= E[m) XM~ peeimy
=20 == E(X[M)= 1)
MU ie 26
b. Find Var(X) EmN
var(x) = E Pver OX 1) ]+ Vo C E[X M) )
= £ L) + oy (M

=~ Jo + ’]’,_Z(zo)l'

= 20 t L
1

c. Suppose for each error, the cost to fix it has mean 5 and variance 9.
Find the mean and variance of the total cost to fix all errors in an hour.
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This tutorial will give you some concept review and practice questions for Test 1 on Thursday.

Seroad 1 Lesh
On this side of the page, summarize the most important results from Lectures hef b - e 3 (U ok 12

On the other side of the page is a question relating to that material. Everyone in the group must
be comfortable explaining both sides of the sheet.
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6. Suppose the weather today depends on the weather yesterday in the following way:
- If it was Rainy yesterday, it will be Rainy today with probability 0.5.
- If it was Sunny yesterday, it will be Sunny today with probability 0.4.
- If it was Cloudy yesterday, it will be Cloudy today with probability 0.2
all other transitions not mentioned are equally likely.
a. If the state space is S = {R, S, C}, write down the one-step transition matrix P

Lﬁfﬁ /?—)? P= Pop [or For

S Fao P41 a2
C‘—)}, [_72_? f:@{ /JlL
ORI o

P Y o U
613 0 o 3
o 64 o L

b. Suppose you can’t remember for sure, but you think it either was Rainy or Cloudy
yesterday (with equal probability). Find the distribution of the weather today.

7[0 = [ U‘S’ g ﬁ‘gj
Ty: [o5 o or] ¥ . [ows sy 02 ]

c. Same situation as b, now find the probability the weather tomorrow is the same as
today.
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This tutorial will give you some practice working with the properties of the Poisson process.

1. Suppose calls to 911 follow a Poisson process with an average of 5 calls per minute.
Unfortunately, 20% of calls are for non-emergencies.

a. Discuss briefly whether you think the properties of stationary and independent
increments would hold for this situation
S+a-\'igM(\3 = ?wo é:abtlj V\A’f Heoe. avld lilee [3 AQ
' Ao e ca,ur A/wv\ﬁ M douj e r@v,“(
ove oS A ke E
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b. Interpret in one sentence what these probabilities represent, and calculate them:
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-5
SN AT

!

s i R ool bl oF 12 eallyin Lo
N L R Lo = v oot 2o
- P(NG2)= 5)
= ’Q“(D\OY = 0~0'5%%

3 :
iii. PON@)=12|NQ)=7,N(1)=2) The ?mLa‘a\\i*\j :
: e Hoin Fiesh 2y
Sowe_ Os it weve e frsdt W“‘”\', ')
Con ighovre FO‘S‘(’ VF You Euew PWZS‘QV\.&‘ (Morkov ("”‘A"‘f‘j‘

e e Frsd (S

2 aad Y\ L

O‘G 2 lelf lv\k'( LA
ZD‘FWL"{C—L\

iv. PON(1.5)=0|N@)=1) Tha probobili: ok o col\l
- wmindes g ives | call b‘j
TANE) =1~ U(e, 2)

R~ A CR Y

Vs S PCT a1/ S \Dwkabi“b HYre bes

T\-VEXY(’S) ; T —§—
O O R ) F R (YR T

c. What do you think is the distribution of the number of emergency calls in the first
10 minutes?
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2. Diana’s children, Naomi and Isaac, each wake up at night according to independent
Poisson processes. Naomi wakes up an average of once every 8 hours, and Isaac wakes
up an average of once every 4 hours. Each time either of them wakes up, Diana wakes up
too.

a. Prove that the total number of times Diana wakes up follows a Poisson process as
well, and determine the rate A. Remember there are several different definitions of
a Poisson process, so you can choose which one to use.

"QzNC{ EIC{); e VPolissown processes, Hie
D) = NE) + bt dminhesid T th%e o PSR 3T o
34&%0v@n3 M&z o ot DB vEMmABun 3 NA Do) =0
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Wy 0 N~ P 2L man @A Poi(F +)
$o Dif] o W Po“\(g'é & %t{> = Poi(24) sinen
Wi £ 1P I trbevabal & A =3

b. Find probability that Diana wakes up at least once between 11:00 PM and 7:00
AM (8 hours)

x DL3> o~ cn(g XSX (Pcn(B)
SLXE\‘) = = P(X:O)

AT o
Fealts Qo? & lb\oﬁoll

c. Find the probability that the second time Diana wakes up (after going to sleep at
11:00 PM) is after 3:00 AM but before 5:00 AM

WolhaidF Dfp=| ond D(E)22 4o betinhoppen
PP =1) P(DLE)-Dlwy 2 1)

" (S-S -

d. If you know Diana has woken up 3 times between 11:00 PM and 7:00 AM (8
hours), what do you think is the distribution of the number of times she woke up
between 11:00 PM and 3:00 AM (first 4 hours)?
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This tutorial will give you an introduction and motivation for Chapter 6: Brownian Motion

1. Consider the fair Random Walk, a Markov Chain with countably infinite state space and:
Z(0)=0
Z() =X +X,+..+ X, forintegert
_ | +1with prob }
| =1with prob I
a. Using a coin to generate random moves (Heads = +1, Tails =—1) and the sheet of
graph paper provided, plot a sample path of Z(t) for t =0 to 10.

b. What are the mean and variance of Z(10)? (Hint: find the mean and variance of Xt
and use the results for sums of independent variables)

ELXe) = 1¥g « ("D"\‘ i o
\!’M(Xk 5 ik -l ok *-\‘L‘P/\"l)x-l—l =-7h
2(10) = ZM se E[209)]= -f—ﬁQ 0, Val2(o)= 4\/q(\(+)~(0

c. What is the probablhty that Z(10) is strictly greater than 9? 7\

\

£ V= 3 of ""’3 S-Lﬁff (Md°) Y E"/\(' ‘ 2/ isjos 'M&\)‘
P g o Jaahre 15 /'— : :
PLZlle) 38), = PCY=le) = (2130 (1) = cogn - LaeE

2
?

d. In general for this process, what are the mean and variance of Z(t)?

Efz2€)] = ZFI’X = O

=t

Vol 206)) = 2 del¥s) = 4

2. Now consider the same Random Walk, but for t =0.25, 0.5, 0.75, 1, ... (time steps At one
quarter as long) and X; = +0.5 or —0.5 (values half as large). This is still discrete time and
discrete state space, just not integer-valued.

a. Again using a coin, plot a sample path of Z(t) for t =0 to 10. You will need 40
coin flips. What do you notice about the way the graph looks compared to 1a?

TM %rool/\ 100 =5 hWsRv € J\O’-')C" 0«;«& —HAQ Fo%—éwd‘sa\
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b. What are the mean and variance of Z(10)? (Same hint, different Xj)
o~ = { : s {
Glklepare d Caglys =0
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av7" ¢. How could you find the probability that Z(10) is strictly greater than 9? _
AP T ST A u\v skias' (lreo d s) JaBin(49, 3)
¥~ %02 . \ A d

PErfretr> F—e-PL 'f 2

= 5 o
d. In general for this process what are the mean and variance of Z(t)?

e(zw)] - etm -
Ner(Z(6) = ZK\IW(X() - 4txo2sT = €

L=y

. Imagine we continued shrinking the time steps At and the values of Xt (call them Ax)
towards 0 in such a way that (Ax)z/At =1.

a. You do not need to graph it (we don’t have time for an infinite number of coin
flips!) but what do you think the graph of Z(t) would look like? What properties
would it have? What kind of stochastic process would this be? (If you’re not sure,
try adding the first few values oF Z(t) to your graph with At = 1/16 and Ax = 1/4.)
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b. What is the distribution of Z(10), including its mean and variance? (Hint: what
happens when you add up a LARGE number of independent variables‘7)

Z
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c. How could you find the probability that Z(10) is strictly greater than 9?
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d. In general for this process, what is the distribution of Z(t)?
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