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1 IntroductionCoverings and packings of laminar families by edgesLet H be a laminar family of subsets of a groundset V . In detail, let V be a groundset, and letH = fA1; A2; : : : ; Aqg be a set of distinct subsets of V such that for every 1 � i; j � q, Ai \ Aj isexactly one of ;, Ai or Aj . A k-cover of H is a multiset of edges, C, such that for every subset Sin H, C has at least k edges (counting multiplicities) that have exactly one end in S. A k-packingof H is a multiset of edges, P , such that for every subset S in H, P has at most k � u(S) edges(counting multiplicities) that have exactly one end in S. Here, u assigns an integer capacity to eachsubset in H.Our main results are:1. Given a k-cover C of H, there is an e�cient algorithm to �nd a 1-cover contained in C of size� kjCj=(2k� 1). For 2-covers, the factor of 2=3 is best possible.2. Given a 2-packing P of H, there is an e�cient algorithm to �nd a 1-packing contained in Pof size � jP j=3. The factor of 1=3 is best possible.All of these results extend to the weighted case, where the edges have nonnegative weights.Also, we show that the following two problems are NP-hard: (1) Given a 2-cover C of H,�nd a minimum-size 1-cover that is contained in C. (2) Given a 2-packing P of H; u, �nd amaximum-size 1-packing that is contained in P .The upper bound of 2=3 on the ratio of the minimum size of a 1-cover versus the size of a(containing) 2-cover is tight. To see this, consider the complete graph K3, and the laminar familyH consisting of three singleton sets. Let the 2-cover be E(K3). A minimum 1-cover has 2 edgesfrom K3. The same example, with unit capacities for the three singleton sets in H, shows that theratio of the maximum size of a 1-packing versus the size of a (containing) 2-packing may equal 1=3.There is an in�nite family of similar examples, where the 1-cover/2-cover ratio is � 2=3 and the1-packing/2-packing ratio is � 1=3, see Section 4.1.An edge is said to cover a subset S of V if the edge has exactly one end in S. Our algorithmfor �nding a small-size 1-cover from a given 2-cover constructs a \good" 3-coloring of (the edgesof) the 2-cover. In detail, the 3-coloring is such that for every subset S in the laminar family, atleast two di�erent colors appear among the edges covering S. The desired 1-cover is obtained bypicking the two smallest (least weight) color classes. Similarly, our algorithm for �nding a large-size1-packing from a given 2-packing constructs a 3-coloring of (the edges of) the 2-packing such thatfor every subset S in the laminar family, at most u(S) of the edges covering S have the same color.The desired 1-packing is obtained by picking the largest (most weight) color class.A linear programming relaxationConsider the natural integer programming formulation (IP) of our minimum 1-cover problem. Letthe given k-cover be denoted by E. There is a (nonnegative) integer variable xe for each edgee 2 E. For each subset S 2 H, there is a constraint Xe2�(S)xe � 1, where �(S) denotes the set of2



edges covering S. The objective function is to minimizeXe wexe, where we is the weight of edgee. Let (LP) be the following linear program obtained by relaxing all of the integrality constraintson the variables.(LP ) zLP = minimize Xe wexe subject to f Xe2�(S)xe � 1; 8S 2 H; xe � 0; 8e 2 Eg:Clearly, (LP) is solvable in polynomial time. The k-cover gives a feasible solution to (LP) by �xingxe = 1=k for each edge e in the k-cover.For the minimum1-cover problem, Theorem 3 below shows that the optimal value of the integerprogram (IP) is � 4=3 times the optimal value of a half-integral solution to the LP relaxation (LP).(A feasible solution x to (LP) is called half-integral if xe 2 f0; 12 ; 1g, for all edges e.) There areexamples where the LP relaxation has a unique optimal solution that is not half-integral. SeeFigure 1 for such examples. For the maximum 1-packing problem, Theorem 6 shows that theoptimal value of the integer program is � 1=3 times the optimal value of a half-integral solution tothe LP relaxation.Recall that a laminar familyH may be represented as a tree T = T (H). (T has a node for V aswell as for each set Ai 2 H, and T has an edge AiAj if Aj 2 fV g [H is the smallest set containingAi 2 H.)Two special cases of the minimum 1-cover problem are worth mentioning. (i) If the laminarfamily H is such that the tree T (H) is a path, then the LP relaxation has an integral optimalsolution. This follows because the constraints matrix of the LP relaxation is essentially a networkmatrix, see [CCPS 98, Theorem 6.28], and hence the matrix is totally unimodular; consequently,every extreme point solution (basic feasible solution) of the LP relaxation is integral. (ii) If thelaminar family H is such that the tree T (H) is a star (i.e., the tree has one nonleaf node, andthat is adjacent to all the leaf nodes) then the LP relaxation has a half-integral optimal solution.This follows because in this case the LP relaxation is essentially the same as the linear program ofthe fractional matching polytope, which has half-integral extreme point solutions, see [CCPS 98,Theorem 6.13].Equivalent problemsLet H be a laminar family on a groundset V , and let E be a k-cover or a k-packing of H. LetT = T (H) be the tree representing H. We can de�ne an edge set on V (T ) that corresponds toE. Consider an edge e 2 E and note that among the sets of H covered by e, there are either twoinclusionwise minimal sets, say Se; S 0e, or one, say Se, or none (in this case e is redundant). Thenthe edge (on V (T )) corresponding to e is either SeS0e or SeV . Let us continue to use E to denotethe \image" of E on V (T ). Note that E is disjoint from E(T ).The problem of �nding a minimum 1-cover of a laminar family H from among the multiedgesof a k-cover E may be reformulated as a connectivity augmentation problem. The problem is to�nd a minimum weight subset of edges E 0 contained in E such that T +E 0 = (V (T ); E(T )[E 0) is2-edge connected; we may assume that E 0 has no multiedges. Instead of taking T to be a tree, wemay take T to be a connected graph. This gives the problem CBRA which was initially studiedby Eswaran & Tarjan [ET 76], and by Frederickson & Ja'ja' [FJ 81]; see Section 4.1.3



Similarly, the problem of �nding a maximum 1-packing of a capacitated laminar family H; ufrom among the multiedges of a k-packing E may be reformulated as follows. Let T = T (H) bethe tree representing H, and let the tree edges have (nonnegative) integer capacities u : E(T )!Z;the capacity of a set Ai 2 H corresponds to the capacity of the tree edge ai representing Ai. Thek-packing E corresponds to a set of demand edges. The problem is to �nd a maximum integralmulticommodity 
ow x : E!Zwhere the source-sink pairs (of the commodities) are as speci�edby E. In more detail, the objective is to maximize the total 
ow Pe2E xe, subject to the capacityconstraints, namely, for each tree edge ai the sum of the x-values over the demand edges in the cutgiven by T � ai is � u(ai), and the constraints that x is integral and � 0. This problem has beenstudied by Garg, Vazirani and Yannakakis [GVY 97].
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Figure 1: Two examples of the minimum 1-cover problem (CBRA) where the LP-relaxation hasan extreme-point solution that is not half-integral. The laminar family is represented by the treeindicated by the thick edges. The numbers on the nontree edges e (shown dashed or thin) give thevalues xe for such extreme-point solutions.Approximation algorithms for NP-hard problems in connectivity augmentationOur results on 2-covers and 2-packings imply improved approximation algorithms for some NP-hardproblems in connectivity augmentation and related topics. Frederickson and Ja'ja' [FJ 81] showedthat problem CBRA is NP-hard and gave a 2-approximation algorithm. Later, Khuller and Vishkin[KV 94] gave another 2-approximation algorithm for a generalization, namely, �nd a minimum-weight k-edge connected spanning subgraph of a given weighted graph. Subsequently, Garg et al[GVY 97, Theorem 4.2] showed that problem CBRA is max SNP-hard, implying that there is nopolynomial-time approximation scheme for CBRA modulo the P6=NP conjecture. Currently, the4



best approximation guarantee known for CBRA is 2.Our work is partly motivated by the question of whether or not the approximation guaranteefor problem CBRA can be improved to be strictly less than 2 (i.e., to 2� � for a constant � > 0).We give a 4=3-approximation algorithm for an NP-hard problem that is a special case of CBRA,namely, the tree plus cycle (TPC) problem. See Section 4.1.Garg, Vazirani and Yannakakis [GVY 97] show that the above maximum 1-packing problem(equivalently, the above multicommodity 
ow problem) is NP-hard and they give a 2-approximationalgorithm. In fact, they show that the optimal value of an integral 1-packing zIP is � 1=2 timesthe optimal value of a fractional 1-packing zLP . We do not know whether the factor 1=2 here istight.It should be noted that the maximum 1-packing problem for the special case of unit capacities(i.e., u(Ai) = 1; 8Ai 2 H) is polynomial-time solvable. If the capacities are either one or two, andthe tree T (H) representing the laminar family H has height two (i.e., every tree path has length� 3), then the problem may be NP-hard, see [GVY 97, Lemma 4.3].Further discussion on related topics may be found in the survey papers by Frank [F 94], Goemans& Williamson [GW 96], Hochbaum [Hoc 96], and Khuller [Kh 96]. Jain [J 98] has interesting recentresults, including a 2-approximation algorithm for an important generalization of problem CBRA.NotationFor a multigraph G = (V;E) and a node set S � V , let �E(S) denote the multiset of edges inE that have exactly one end node in S, and let dE(S) denote j�E(S)j; so dE(S) is the number ofmultiedges in the cut (S; V � S).A �-approximation algorithm for a combinatorial optimization problem runs in polynomial timeand delivers a solution whose value is always within the factor � of the optimumvalue. The quantity� is called the approximation guarantee of the algorithm.2 Obtaining a 1-cover from a k-coverThis section has our main result on k-covers, namely, there exists a 1-cover whose size (or weight)is at most k=(2k � 1) times the size (or weight) of a given k-cover. The main step (Proposition 2)is to show that there exists a \good" (2k� 1)-coloring of any k-cover. We start with a preliminarylemma.Lemma 1 Let V be a set of nodes, and let H be a laminar family on V . Let E be a minimalk-cover of H. Then there exists a set X 2 H such that dE(X) = k and no proper subset Y of X isin H.Proof: Since E is minimal, there exists at least one set X 2 H with dE(X) = k. We call a nodeset X � V a tight set if dE(X) = k. Consider an inclusionwise minimal tight set X in H. Supposethere exists a Y ( X such that Y 2 H. If each edge of E that covers Y also covers X , then wehave dE(Y ) = k. But this contradicts our choice of X . Thus there exists an edge xy 2 E coveringY with x; y 2 X . By the minimality of E, xy must cover a tight set Z 2 H. Since H is a laminar5



family, Z must be a proper subset of X . This contradiction to our choice of X proves the lemma.2Proposition 2 Let V be a set of nodes, and let H be a laminar family on V . Let E be a minimalk-cover of H. Then there is a (2k � 1)-coloring of (the edges in) E such that(i) each set X 2 H is covered by edges of at least k di�erent colors, and(ii) for every node v with dE(v) � k, all of the edges incident to v have distinct colors.Proof: The proof is by induction on jHj. For jHj = 1 the result holds since there are k edges inE (since E is minimal) and these can be assigned di�erent colors. (For jHj = 0, jEj = 0 so theresult holds. However, even if E is nonempty, it is easy to color the edges in an arbitrary order toachieve property (ii).)Now, suppose that the result holds for laminar families of cardinality � N . Consider a laminarfamily H of cardinality N + 1, and let E be a minimal k-cover of H. By Lemma 1, there existsa tight set A 2 H (i.e., dE(A) = k) such that no Y ( A is in H. We contract the set A to onenode vA, and accordingly update the laminar family H. Then we remove the singleton set fvAgfrom H. Let the resulting laminar family be H0, and note that it has cardinality N . Clearly, E isa k-cover of H0. Let E 0 � E be a minimal k-cover of H0. By the induction hypothesis, E 0 has a(2k � 1)-coloring that satis�es properties (i) and (ii), i.e., E 0 has a good (2k� 1)-coloring.If the node vA is incident to � k edges of E 0, then note that E 0 with its (2k � 1)-coloring isgood with respect to H (i.e., properties (i) and (ii) hold for H too). To see this, observe thatk � dE0(vA) � dE(vA) = k, so dE0(vA) = k, hence, the k edges of E 0 incident to vA get distinctcolors by property (ii). Then, for the original node set V , the k edges of E 0 covering A get kdi�erent colors.Now focus on the case when dE0(vA) < k. Clearly, each edge in E � E 0 is incident to vA, sinceeach edge in E not incident to vA covers some tight set that is in both H and H0. We claim thatthe remaining edges of E � E 0 incident to vA can be colored and added to E 0 in such a way thatE with its (2k� 1)-coloring is good with respect to H.It is easy to assign colors to the edge (or edges) of E � E 0 such that the k edges of E incidentto vA get di�erent colors. The di�culty is that property (ii) has to be preserved, that is, we mustnot \create" nodes of degree � k that are incident to two edges of the same color. It turns outthat this extra condition is easily handled as follows. Let e 2 E � E 0 be an edge incident to vA,and let w 2 V be the other end node of e. If w has degree � k for the current subset of E, thene is incident to � (2k � 2) other edges; since (2k � 1) colors are available, we can assign e a colordi�erent from the colors of all the edges incident to e. Otherwise (w has degree > k for the currentsubset of E), the other edges incident to w impose no coloring constraint on e, and we assign e acolor di�erent from the colors of the other edges incident to vA; this is easy since dE(vA) = k. SeeFigure 2 for an illustration of the last part of the proof for k = 2. 2Remark: In the above result, note that there may be nodes of V that are contained in no setX 2 H. Property (ii) applies to these nodes too.6



Av vA Av
red green

blue

blue green

red

blue red

bluered
redFigure 2: An illustration of the proof of Proposition 2. Solid lines indicate edges in E 0, and dashedlines indicate edges in E �E 0.Theorem 3 Let V be a node set, and let H be a laminar family on V . Let E be a k-cover of H,and let each edge e 2 E have a nonnegative weight w(e). Then there is a 1-cover of H, call it E 0,such that E 0 � E and w(E 0) � k w(E)=(2k� 1). Moreover, there is an e�cient algorithm thatgiven E �nds E 0; the running time is O(min(kjV j2; k2jV j)).Proof: We construct a good (2k � 1)-coloring of the k-cover E by applying Proposition 2 to aminimal k-cover ~E � E and then \extending" the good (2k � 1)-coloring of ~E to E. That is, wepartition E into (2k � 1) subsets such that each set X in H is covered by edges from at least k ofthese subsets. We take E 0 to be the union of the cheapest k of the (2k � 1) subsets. Clearly, theweight of E 0 is at most k=(2k� 1) of the weight of E, and (by property (i) of Proposition 2) E 0 isa 1-cover of H.Consider the time complexity of the construction in Proposition 2. Let n = jV j; then note thatjHj � 2n and jEj � 2kn. The construction is easy to implement in time O(jHj � jEj) = O(kn2).Also, for k < n, the time complexity can be improved to O(k2 � jHj) = O(k2n). To see this, notethat for each set A 2 H we assign colors to at most k of the edges covering A after we contract Ato vA, and for each such edge e we examine at most (2k� 2) edges incident to e. 23 Obtaining a 1-packing from a 2-packingThis section has our main result on 2-packings, namely, there exists a 1-packing whose size (orweight) is at least 1=3 times the size (or weight) of a given 2-packing. First, we show that there isno loss of generality in assuming that the 2-packing forms an Eulerian multigraph. Then we givea 3-coloring for the edges of the 2-packing such that for each set S in the laminar family at mostu(S) edges covering S have the same color. We take the desired 1-packing to be the biggest colorclass.Lemma 4 Let V be a set of nodes, let H be a laminar family on V , and let u : H!Zassignan integral capacity to each set in H. Let E be a 2-packing of H; u, i.e., for all sets Ai 2 H,dE(Ai) � 2 u(Ai). If E is a maximal 2-packing, then the multigraph G = (V;E) is Eulerian.Proof: If G is not Eulerian, then it has an even number (� 2) of nodes of odd degree. LetA 2 fV g [ H be an inclusionwise minimal set that contains � 2 nodes of odd degree. For everyproper subset S of A that is in H and that contains an odd-degree node, note that dE(S) is odd,hence, this quantity is strictly less than the capacity 2 u(S). Consequently, we can add an edge (or7



another copy of the edge) vw where v; w are odd-degree nodes in A to get E[fvwg and this stays a2-packing of H, u. This contradicts our choice of E, since E is a maximal 2-packing. Consequently,G has no nodes of odd degree, i.e., G is Eulerian. 2Remark: For a 2-packing E, if the multigraph (V;E) is not Eulerian, then we can repeatedly addedges to E as described in the above proof, till we get a 2-packing whose multigraph is Eulerian.Although we do not use this, we mention that the new edges are added to E such that each set inH is covered by at most one new edge.Proposition 5 Let G = (V;E) be an Eulerian multigraph, and let P be a pairing of the edges suchthat for each node v, P partitions the edges incident to v into pairs. Let H be a laminar family ofnode sets on V . Then there is a 3-coloring of E such that(i) for each cut �E(Ai), Ai 2 H, at most half of the edges have the same color, and(ii) for each edge-pair e; f in P, the edges e and f have di�erent colors.Proof: For every edge-pair in P , note that the two edges have a common end node. Let P be aset of triples [v; e; f ], where e and f are paired edges incident to the node v. Note that an edgee = vw may occur in two triples [v; e; f ] and [w; e; g]. Then P partitions E into one or more (edgedisjoint) subgraphs Q1; Q2; : : :, where each subgraph Qj is a connected Eulerian multigraph. Tosee this, focus on the Eulerian tour given by �xing the successor of any edge e = vw to be the otheredge in the triple [w; e; f ] 2 P , assuming e is oriented from v to w; each such Eulerian tour gives asubgraph Qj .If H = ;, then we color each subgraph Qj with 3 colors such that no two edges in the sameedge-pair in P get the same color. This is easy: We traverse the Eulerian tour of Qj given by P ,and alternately assign the colors red and blue to the edges in Qj , and if necessary, we assign thecolor green to the last edge of Qj .Otherwise, we proceed by induction on the number of sets in H. We take an inclusionwiseminimal set A 2 H, shrink it to a single node vA, and update G = (V;E),H and P to G0 = (V 0; E 0),H0 and P 0. Here, H0 = H � fAg, i.e., the singleton set fvAg is not kept in H0. Also, we add newedge pairs to P 0 to ensure that all edges incident to vA are paired. For a node v 62 A, all its triples[v; e; f ] 2 P are retained in P 0. Consider the pairing of all the edges incident to vA in G0. For eachtriple [v; e; f ] in P such that v 2 A and each of e; f has one end node in V � A (so e; f are bothincident to vA in G0), we replace the triple by [vA; e; f ]. We arbitrarily pair up the remaining edgesincident to vA in G0.By the induction hypothesis, there exists a good 3-coloring for G0, H0, P 0. It remains to 3-colorthe edges with both ends in A. For this, we shrink the nodes in V � A to a single node vB, andupdate G = (V;E);P;H, to G00 = (V 00; E 00);P 00;H00; note that H00 is the empty family and somay be ignored. We also keep the 3-coloring of �E0(vA) = �E00(vB). Our �nal goal is to extendthis 3-coloring to a good 3-coloring of E 00 respecting P 00. We must check that this can always bedone. Consider the di�erently-colored edge pairs incident to vB . Consider any connected Euleriansubgraph Qj containing one of these edge pairs e1; e2; the corresponding triple in P 00 is [vB; e1; e2].Let ~Qj be a minimal walk of (the Eulerian tour of) Qj starting with e2 and ending with an edge8



f incident to vB (possibly, f = e1). The number of internal edges in ~Qj is � 0 or 1 (mod 2),and the two terminal edges either have the same color or not. If the number of internal edges in~Qj is nonzero, then it is easy to assign one, two, or three colors to these edges such that every pairof consecutive edges gets two di�erent colors; see Figure 3. The remaining case is when ~Qj hasno internal edges, say, ~Qj = vB ; e2; w; f; vB, where w is a node in A. Then edges e2; f are pairedvia the common end-node w, i.e., the triple [w; e2; f ] is present in both P 00 and P . Then, by ourconstruction of P 0 from P , the triple [vA; e2; f ] is in P 0, and so edges e2 and f (which are pairedin P 0 and present in �E0(vA) = �E00(vB)) must get di�erent colors. Hence, a good 3-coloring ofG0;H0;P 0 can always be extended to give a good 3-coloring of ~Qj , and the construction may berepeated to give a good 3-coloring of Qj .Finally, note that E 00 is partitioned by P 00 into several connected Eulerian subgraphs Q1; Q2; : : :,where some of these subgraphs contain edges of �E00(vB) and others do not. Clearly, the good 3-coloring of G0;H0;P 0 can always be extended to give a good 3-coloring of each of Q1; Q2; : : :, andthus we obtain a good 3-coloring of G;H;P . 2
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Figure 3: An illustration of the proof of Proposition 5. The edges e1, e2, and f incident to nodevB are indicated, and a good 3-coloring of the edges of ~Qj is indicated.Theorem 6 Let V be a node set, letH be a laminar family on V , and let u : H!Zassign an integercapacity to each set in H. Let E be a 2-packing of H, and let each edge e 2 E have a nonnegativeweight w(e). Then there is a 1-packing of H, call it E 0, such that E 0 � E and w(E 0) � w(E)=3.Moreover, there is an e�cient algorithm that given E �nds E 0; the running time is O(jV j � jEj).Proof: If the multigraph (V;E) is not Eulerian, then we use the construction in Lemma 4 to add aset of edges to make the resulting multigraph Eulerian without violating the 2-packing constraints.We assign a weight of zero to each of the new edges. Let us continue to use E to denote the edgeset of the resulting multigraph.We construct a good 3-coloring of the 2-packing E by applying Proposition 5. Let F be themost expensive of the three \color classes;" so, the weight of F , w(F ), is � w(E)=3. Note thatF is a 1-packing of H; u by property (i) in the proposition since for every set Ai 2 H, we have9



dF (Ai) � dE(Ai)=2 � u(Ai). Finally, we discard any new edges in F (i.e., the edges added by theconstruction in Lemma 4) to get the desired 1-packing.Consider the time complexity of the whole construction. It is easy to see that the constructionin Proposition 5 for the minimal set A 2 H takes linear time. This construction may have to berepeated jHj = O(jV j) times. Hence, the overall running time is O(jV j � jEj). 24 Applications to connectivity augmentation and related topicsThis section applies our covering result (Theorem 3) to the design of approximation algorithms forsome NP-hard problems in connectivity augmentation and related topics. The main application isto problem CBRA, which is stated below. Problem CBRA is equivalent to some other problemsin this area, and so we immediately get some more applications.4.1 Problems CBRA and TPCRecall problem CBRA: given a connected graph T = (V; F ), and a set of \supply" edges Ewith nonnegative weights w : E!<+, the goal is to �nd a minimum-weight subset E 0 of E suchthat T + E 0 = (V; F [ E 0) is 2-edge-connected. One application of Theorem 3 is to give a 4=3-approximation algorithm for the special case of CBRA when the LP relaxation has an optimalsolution that is half-integral.Theorem 7 Given a half-integral solution to the LP relaxation of CBRA of weight z, there is anO(jV j)-time algorithm to �nd an integral solution (i.e., a feasible solution of CBRA) whose weightis � 43z.Proof: Problem CBRA may be restated as the problem of �nding a minimum-weight 1-cover ofa laminar family H, where the 1-cover must be chosen from the set of supply edges E and eachsupply edge has a nonnegative weight. To specify H, �x any node r 2 V to be the root of T , andfocus on the cut edges of T , call them f1; f2; : : :. For each of these cut edges f1; f2; : : :, let Ai bethe (node set of the) component of T � fi that does not contain r. We take H = fA1; A2; : : :g.Let x : E!f0; 12 ; 1g be a half-integral solution to the LP relaxation of CBRA, and let z =Pe wexe. Then x corresponds to a 2-cover C of H, where C has zero, one or two copies of a supplyedge e i� xe = 0; 1; or 2. By Theorem 3, C contains a 1-cover C 0 whose weight is � 4z=3, andmoreover, C0 can be computed in time O(jV j). 2We have sharper results for the following special case of problem CBRA.Tree Plus Cycle Problem (TPC):INSTANCE: A tree T = (W;F ) whose set of leaf nodes is V � W , a \supply" cycle Q = (V;E) onthe leaves of T (i.e., dE(v) = 2; 8v 2 V ), and a positive integer N .QUESTION: Is there a set of edges E 0 � E with jE 0j � N such that T + E 0 = (W;F [ E 0) is2-edge-connected?The proof of the next result is given in the next section.10



Proposition 8 Problem TPC is NP-complete.Corollary 9 There exists a 43-approximation algorithm for problem TPC. Moreover, there existsa feasible solution E 0 � E(Q) of size � 2jV (Q)j=3.Proof: Consider the LP relaxation of problem TPC; it is easy to verify that an optimal solution isgiven by xe = 1=2 for all supply edges e 2 E(Q). Now, the result follows directly from Theorem 7.2Remarks:� Corollary 9 may be restated as follows. Given a laminar family H on a groundset V (with; 62 H, V 62 H), and a \supply" cycle Q = (V;E), there is a 1-cover of H, E 0 � E, such thatjE 0j � 23 jV (Q)j.Let n denote jV (Q)j, and let the (sequence of nodes in the) cycleQ be denoted v1; v2; : : : ; vn; v1.A Q-interval [vi; vi+`] is a set of consecutive nodes, fvi; vi+1; vi+2; : : : ; vi+`g, indexing modulon.If H consists of all the Q-intervals not containing a �xed node v 2 V (Q), then the minimum1-cover has size n� 1, showing that the result fails to hold for intersecting families.If H contains the Q-intervals [v1; vi] for 1 � i � n � 1, then the minimum 1-cover notcontaining the supply edge vnv1 has size n�1. This shows that in the result, one cannot takethe supply graph Q = (V;E) to be a path instead of a cycle.� As stated in the introduction, the constant 2=3 in Corollary 9 is sharp. Moreover, there is anin�nite family of examples such that the 1-cover/2-cover ratio is � 2=3 and the 1-packing/2-packing ratio is � 1=3.Here is a construction for such an in�nite family of examples. Start with a cycle Q0 of length3N , and let the node set be V 0, so jV 0j = 3N . Now, add edges (diagonals) between nodes of Q0in such a way that the resulting graph G0 stays outer-planar and the nodes are partitioned intoN node-disjoint triangles (K3's). (There are several ways to do this, e.g., place N trianglesin a row and add a pair of disjoint edges between every two consecutive triangles.) Note thatthe minimumnode (vertex) cover of G0 has cardinality 2N , and so the maximum independent(node) set of G0 has cardinality jV 0j � 2N = N .The tree T for problem TPC is obtained as follows. Let us identify G0 with its outer-planardrawing. Take the planar dual of G0, and replace the node corresponding to the outer faceof G0 by 3N nodes such that each node is incident to one dual-edge. The resulting graph isthe tree T . We take the tree edges of T to have unit capacities. Take Q to be a cycle on theleaves of T where the ordering of the edges in Q corresponds to the ordering of the nodes inQ0, and we associate each edge of Q with the corresponding node of Q0. Let E = E(Q), andnote that E is a 2-cover of T , as well as a 2-packing of T .Every 1-cover of T corresponds to a node cover of G0. Consequently, the minimum size ofa 1-cover is 2N , while the 2-cover has size 3N . Similarly, every 1-packing of T correspondsto an independent (node) set of G0, and so the maximum size of a 1-packing is N while the2-packing has size 3N . 11



4.2 Minimum-weight odd-connectivity augmentationGiven a (2k�1)-edge-connected graph T = (V; F ), where k � 1 is an integer, and a set of \supply"edges E with nonnegative weights w : E!<+, the goal is to �nd a minimumweight subset E 0 of Esuch that G0 = (V; F + E 0) is (2k)-edge-connected. Note that the edge connectivity of T , namely,(2k � 1), is odd.This problem is equivalent to problem CBRA because all the (2k� 1)-cuts (minimum cuts) ofT can be represented by means of a laminar family. (This follows easily from the uncrossing resulton pairs of node sets that give minimum cuts of T .)4.3 Deorienting mixed graphsAmixed graph G = (V; F; A) on node set V has a set of undirected edges F as well as a set of directedarcs A. For a set A0 of arcs let g(A0) denote the underlying set of edges of A0, that is, the edgesobtained by \deorienting" A0. For a mixed graph G = (V; F; A) we de�ne g(G) = (V; F [ g(A)).The mixed graph is k-edge connected if for every node set S ( V , S 6= ;, there are � k edges orarcs with tails in S and heads in V � S.In the mixed graph deorientation problem a k-edge-connected mixed graph G = (V; F; A) isgiven, and the goal is to �nd a smallest subset A0 � A of arcs such that G0 = (V; F [ g(A0)) isk-edge-connected.Observe that the mixed graph deorientation problem is NP-hard, by a reduction from prob-lem TPC. (The tree T of TPC gives the undirected subgraph of G, and the directed subgraph ofG is obtained by �xing the same orientation for all of the edges in the supply cycle Q.)The next result follows from Theorem 7.Corollary 10 Let G = (V; F; A) be a 2-edge-connected mixed graph such that (V; F ) is connected.Then there exists a subset A0 of A with jA0j � 2jAj=3 such that (V; F [ g(A0)) is 2-edge-connected.5 NP-completeness resultsThis section has the proofs of two NP-completeness results.First, we show that problem TPC (tree plus cycle) is NP-complete. It is convenient to refor-mulate TPC in terms of a laminar family rather than a tree.Laminar Family Plus Cycle Problem (LPC):INSTANCE: A laminar family H on a node set V , a cycle Q = (V;E) on V , and a positive integerN . (Assume ;; V =2 H.)QUESTION: Is there a 1-cover E 0 of H such that E 0 � E and jE 0j � N?We give a polynomial-time reduction from the 3-dimensionalmatching problem to problem LPC.3-Dimensional Matching Problem (3DM):INSTANCE: Three disjoint sets W;X; Y , of cardinality q each, and a set of 3-edges (triples)(wixjyk) 2 W �X � Y called M . Let p = jM j.QUESTION: Does M contain a (perfect) 3-dimensional matching M 0, i.e., is there an M 0 � Mwith jM 0j = q such that the 3-edges in M 0 are pairwise disjoint?12



Theorem 11 Problem LPC is NP-complete.Proof: A laminar family on n nodes has at most 2n members, hence it is easy to check whethera given set of edges of Q covers H or not. Thus LPC is in NP.We reduce the NP-complete 3-dimensional matching (3DM) problem to LPC. Our reductionis based on the proof of [FJ 81, Theorem 2] due to Frederickson and Ja'ja'. Note that if jM j < q,then there is no 3-dimensional matching. Let dM(xj) and dM(yk) denote the number of 3-edges ofM containing xj 2 X and yk 2 Y , respectively. Let p denote jM j.Construct a connected graph T as follows. First, as in [FJ 81], build a star with a \root" r and3q leaves fw1; : : : ; wq; x1; : : : ; xq; y1; : : : ; yqg corresponding to the elements of W [X [ Y . Then foreach 3-edge (wixjyk) of M add two nodes aijk and �aijk to T and add the edges wiaijk , wi�aijk toT . Now replace each of the 2q nodes corresponding to elements of X and Y by complete graphsdenoted by X1; : : : ; Xq; Y1; : : : ; Yq as follows. Each complete subgraph of this type has dM(xj)8qnodes (or dM(yk)8q nodes), and is partitioned into dM(xj) parts (or dM(yk) parts) of cardinality 8qeach. We call each of these parts a lane. By a leaf (of T ) we mean a 2-edge-connected componentof T whose cut has exactly one edge of T . The leaves are given by X1; : : : ; Xq; Y1; : : : ; Yq, and alsoeach 3-edge (wixjyk) of M gives two leaves aijk , �aijk . Note that the graph T is connected and has2p+ 2q leaves. See Figure 4.
l
2

l
4q

l
4q-1

l
4q-2

l

j

m    (in  Y  )
k

_

l
8q

l
8q-1

l
8q-2

l
3 1

1

a
ij k

a

lane  of  X

ij k

i
w

k
Y

j
X

r    (root)

ij k
a

Figure 4: An illustration of the reduction from the 3-dimensional matching (3DM) problem to thelaminar family plus cycle (LPC) problem, Theorem 11. The thick lines indicate (a lane of) thecycle Q, and the dashed lines indicate some of the sets in the laminar subfamily H2.The next step is to de�ne the cycle Q. The nodes of Q are the nodes of the leaves of T . Hence,jV (Q)j = p(16q+2). First, we de�ne p disjoint paths of Q such that each has 16q+2 nodes (so each13



of these paths has length 16q+1). Every 3-edge (wixjyk) ofM de�nes such a path as follows: takethe 8q nodes (and edges connecting the consecutive ones) l1l2 : : : l8q of a lane of Xj in an arbitraryorder, then take the edges l8qaijk, aijk�aijk , �aijkm8q for some node m8q of some lane of Yk, in thisorder, and then take the other nodes of this lane m8q�1; : : : ; m1 in an arbitrary order. The lanesare chosen in such a way that these paths are pairwise disjoint. This can be done, since the lanesare pairwise disjoint and each Xj (or Yk) has dM(xj) lanes (or dM(yk) lanes). Now �x a cyclicordering e1; : : : ; ep of the 3-edges of M and construct the cycle Q by adding the missing p edges insuch a way that the end of the path corresponding to es = (wixjyk) (that is, a node m1 of a lane inYk) is connected to the �rst node of the path corresponding to es+1 = wi0xj0yk0 (that is, to a nodel1 of a lane of Xj0) for 1 � s � p. Note that each of these edges connects a nonsingleton leaf Xj toa nonsingleton leaf Yk .The last part of the reduction consists of de�ning a laminar familyH on V (Q). We de�ne H byde�ning two subfamilies H1 and H2. Let H1 := fS \ V (Q) : dT (S) = 1; r =2 S; S � V (T )g containintersections of V (Q) and the node sets of those minimum cuts of T that do not contain the root. Itis easy to see that this family is laminar. H2 consists of 2p disjoint collections, each of them de�nedon the nodes of a lane of a nonsingleton leaf of the form Xj or Yk as follows. Let us �x such asubgraph, say Xj . (The de�nition is similar for all the 2q subgraphs X1; : : : ; Xq; Y1; : : : ; Yq.) Focuson a lane l1; : : : ; l8q of Xj , where the numbering follows the ordering of these nodes in Q. (Hencel8q is connected to some leaf aijk and l1 is connected to some node m1 in some Yk .) This lane addsthe following node sets to H2: the singletons l1; : : : ; l8q, and the node sets of the intervals of Q suchthat the end node pairs are either (l8q�1; l8q�s) (2 � s � 4q) or (l4q�r; l2) (1 � r � 4q � 3). Eachlane of every nonsingleton leaf Xj , Yk (1 � j; k � q) adds a similar collection to H2. Clearly, everycollection of this type is laminar, and the collections are de�ned on pairwise disjoint sets of nodes,where each of these sets is included in an inclusionwise minimal set of H1. Therefore H is a laminarfamily on V (Q), where H := H1 [H2. Note that each node of Q belongs to H as a singleton set.Observe the following important property, that follows from the structure of H and the factthat every node of Q belongs to H. See Figure 4 for an illustration. Let E 0 � E(Q) be a 1-coverof H. Then(�) if the edge l8ql8q�1 (or similarly l1l2, m8qm8q�1, m1m2) for some lane ina nonsingleton leaf Xj or Yk is not in E 0, then jE 0j � jV (Q)j=2 + 2q � 1.It is easy to see that our reduction is polynomial. We claim that there exists a solution to thegiven instance of 3DM (that is, a set of q pairwise disjoint 3-edges of M) if and only if H has a1-cover of size at most p+ 8pq + q = jV (Q)j=2+ q.First observe that a set E 0 is a 1-cover if and only if T + E 0 is 2-edge-connected and E 0 coverseach member of H2. Let T � arise from T by contracting the nonsingleton leaves (that is, the nodesets X1; : : : ; Xq; Y1; : : : ; Yq, that are 2-edge-connected) to singletons. Similarly, let Q� arise from Qby contracting the nonsingleton leaves and deleting the edges connecting these nonsingleton leavesfrom Q. As veri�ed in [FJ 81], there is a 3-dimensional matching if and only if there is set E� ofp+ q edges in Q� such that T � +E� is 2-edge-connected.Suppose that there exists a 3-dimensional matching M 0 � M . Then there exists a set E� ofsize p + q which makes T � 2-edge-connected and it is easy to see that there exists a set E 00 ofindependent edges in Q which covers H2. Hence jE 00j = 16qp=2 = 8pq. Now E 0 := E� [ E 00 coversH and jE 0j = 8pq + p+ q, as required. 14



To see the other direction, suppose that H has a 1-cover E 0 of size at most jV (Q)j=2+ q. Thusthe number of nodes of degree 2 in (V (Q); E 0) is at most 2q. By (�), each of the \importantedges" (the �rst and last edges in Q of each lane) belong to E 0. Since E 0 is a 1-cover, by ourprevious observation T + E 0 is 2-edge-connected. Hence, for each cut edge rwi of T (1 � i � q),the corresponding cut is covered by E 0. Therefore for some pair j; k at least two of the edgesaijkxj , aijk�aijk , �aijkyk are in E 0. The paths of length three induced by these sets of edges arepairwise disjoint for the q cut edges rwi (1 � i � q). Thus the existence of these edges andthe \important edges" in E 0 shows that there are 2q nodes of degree 2 in (V (Q); E 0) just amongthe nodes of these paths of length three. Moreover, since T + E 0 is 2-edge-connected, there is atleast one edge in E 0 entering each nonsingleton leaf Xj , Yk . By the existence of the \importantedges", at least one end node of such an entering edge has degree 2 in (V (Q); E 0). Since we haveat most 2q nodes of degree 2, these observations show that there are no edges in E 0 connectingnonsingleton leaves and the edges of E 0 within some nonsingleton leaf (complete subgraph) areindependent. Therefore the set E� corresponding to E 0 in Q� makes T � 2-edge-connected andjE�j = jE 0j� (jV (Q)j� 2p)=2 � jV (Q)j=2+ q�jV (Q)j=2+ p = p+ q. This implies that there existsa 3-dimensional matching in M . 2Proposition 8 Problem TPC is NP-complete.Corollary 12 The following problem is NP-hard: given a 2-cover C of a laminar family H, �nda minimum-size 1-cover that is contained in C.Proposition 13 The following problem is NP-hard: given a 2-packing P of a capacitated laminarfamily H; u, �nd a maximum-size 1-packing that is contained in P .Proof: Garg et al [GVY 97] gave a polynomial reduction from the 3-dimensional matching (3DM)problem to the problem of �nding a maximum integral multicommodity 
ow in a capacitated tree.The latter problem is the same as the following problem (P1): given an edge set E, a laminarfamily H, and a capacity u(Ai) for each set Ai 2 H, �nd a maximum-size subset E 0 of E such thatE 0 is a 1-packing of H; u. Our goal is to modify the proof in [GVY 97] to show that the problemstays NP-hard even if E is a 2-packing of H; u. We need the result that problem 3DM staysNP-hard even if each node occurs in at most three triples. Here is a sketch of the reduction fromthis restricted version of 3DM to the restricted version of (P1).We refer the reader to Lemma 4.3 and Figure 2 in [GVY 97], and sketch the modi�cationsto that proof. The three disjoint node sets in 3DM are denoted X; Y; Z, and n denotes jX j =jY j = jZj. Also, we use the notation X = fx1; : : : ; xng, Y = fy1; : : : ; yng, Z = fz1; : : : ; zng.Let r denote the root of the tree (the top node in [GVY 97, Figure 2]); r has 3n children,x1; : : : ; xn; y1; : : : ; yn; z1; : : : ; zn. We change the capacities of all the tree edges rxi from 2 to 3,and we change the capacities of all the tree edges ryj and rzk from 1 to 2. For each of the nodesyj 2 Y and zk 2 Z, we add another copy y0j or z0k and we add tree edges ry0j or rz0k of capacity1. Also, we add a nontree edge yjy0j or zkz0k . Thus, the set of nontree edges E is the union of thecorresponding set in [GVY 97, Lemma 4.3] and fy1y01; : : : ; yny0n; z1z01; : : : ; znz0ng. Each yj and eachzk is incident to at most 4 nontree edges, and each xi has at most 3 children xi;1; xi;2; xi;3. Now,observe that E is a 2-packing of the capacitated tree.15



We claim that the above modi�cations have essentially no e�ect on a maximum integral 1-packing; the detailed veri�cation is left to the reader. Then [GVY 97, Lemma 4.3] applies to ourreduction too, and so the instance of 3DM has t disjoint triples if and only if the instance of (P1)has a 1-packing of objective value t + jSj+ 2n, where jSj is the number of triples. It follows thatthe restricted version of problem (P1) is NP-hard. 26 ConclusionsWe suspect that our bounds on the ratios for 1-covers versus 2-covers and for 1-packings versus2-packings hold in general.1-Cover Conjecture: Consider the integer program for a minimum weight 1-coverof a laminar family and its LP relaxation (see Section 1). We conjecture that the ratioof the optimal values is at most 4=3.1-Packing Conjecture: Consider the integer program for a maximum weight 1-packing of a capacitated laminar family and its LP relaxation (see Section 1). Weconjecture that the ratio of the optimal values is at least 2=3.Another interesting question is to �nd su�cient conditions on the laminar family H (or, on thetree T (H) representing H) such that the LP relaxation has 1k -integral extreme point solutions. Asnoted in Section 1, the LP relaxation has integral extreme point solutions i� T (H) is a path.References[CCPS 98] W. J. Cook, W. H. Cunningham, W. R. Pulleyblank, and A. Schrijver, Combinatorial Optimiza-tion, Wiley-Interscience, John Wiley & Sons, New York, 1998.[ET 76] K. Eswaran and R.E. Tarjan, \Augmentation problems," SIAM J. Computing 5 (1976), 653{665.[F 94] A. Frank, \Connectivity augmentation problems in network design," in Mathematical Programming:State of the Art 1994, (Eds. J. R. Birge and K. G. Murty), The University of Michigan, Ann Arbor,MI, 1994, 34{63.[FJ 81] G.N.Frederickson and J.Ja'Ja', \Approximation algorithms for several graph augmentation prob-lems," SIAM J. Comput. 10 (1981), 270{283.[GVY 97] N. Garg, V. V. Vazirani, and M. Yannakakis, \Primal-dual approximation algorithms for integral
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