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ABSTRACT. A pair of square0, 1 matricesA, B such thatABT = E + kI (whereE is the

n × n matrix of all 1s andk is a positive integer) are calledLehman matrices. These matrices

figure prominently in Lehman’s seminal theorem on minimallynonideal matrices. There are two

choices ofk for which this matrix equation is known to have infinite families of solutions. When

n = k2 +k +1 andA = B, we get point-line incidence matrices of finite projective planes, which

have been widely studied in the literature. The other case occurs whenk = 1 andn is arbitrary,

but very little is known in this case. This paper studies thisclass of Lehman matrices and classifies

them according to their similarity to circulant matrices.
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1. INTRODUCTION

LetMn(K) denote the set ofn×n matrices with elements inK, and letB denote the set{0, 1}.

We say that matricesA, B ∈ Mn(B) form a pair ofLehman matricesif there exists a positive

integerk such that

(1) ABT = E + kI

whereE denotes then × n matrix of all 1s, andI is the identity matrix. MatrixB is called the

dual of matrixA. Note thatA is the dual ofB (indeedABT = E + kI impliesBAT = E + kI

sinceE +kI is symmetric). Bridges and Ryser [1] showed that every Lehman matrix isr-regular

for some integerr ≥ 2, i.e. it has the same numberr of 1s in each row and column, see Section 2.

If the dual ofA is A itself (i.e. AAT = E + kI) thenA is the point-line incidence matrix of a

nondegenerate finite projective plane, a widely studied topic [7]. Other infinite classes of Lehman

matrices occur whenk = 1 but very little is known in this case. The main purpose of thispaper

is to initiate a study of these matrices.

We say thatA is thin whenk = 1 in equation (1) andfat whenk > 1 (this terminology refers to

the volume of the simplex defined by the column vectors ofA, see Section 6.2). Nondegenerate

finite projective planes withn ≥ 7 points give rise to fat Lehman matrices. Before presenting

examples of thin Lehman matrices, we introduce some notation.

Given indicest, t′ ∈ [n] (where[n] = {1, . . . , n}), a (t, t′)-interval is the set of indices visited

following the cyclical ordering, starting fromt and ending att′. We denote this interval by[t, t′].

Its sizeis t′ − t + 1 whent′ ≥ t andt′ − t + n + 1 whent′ < t. Similarly, we denote the set

{0, 1, . . . , m} by [0, m]. Giveni ∈ [0, n − 1], we say that interval[t + i, t′ + i] is ani-shift of

interval [t, t′]. More generally, thei-shift of vector(v1, . . . , vn) is the vector(u1, . . . , un) where

uj+i = vj if j + i ≤ n anduj+i−n = vj if j + i ≥ n + 1. Vectoru is ashift of vectorv if there

existsi ∈ [0, n − 1] such thatu is ani-shift of v.
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1.1. Examples. A matrix X ∈ Mn(B) is circulant if for all i ∈ [n − 1], row 1 + i is ani-shift

of row 1. Consider integersr, s, n such thatr, s ≥ 2 and rs = n + 1. We define matrices

Cn
r , Dn

s ∈ Mn(B) as follows:Cn
r andDn

s are the circulant matrices with row1 corresponding to

[r] and{1, r, 2r, . . . , (s − 1)r} respectively. Note thatCn
r DnT

s = E + I. Hence,

Remark 1.1. For all integersr, s, n such thatr, s ≥ 2, rs = n+1, Cn
r andDn

s form a pair of thin

Lehman matrices.

Two matricesX, Y areisomorphicif Y can be obtained fromX by permuting the columns and

the rows ofX. If a matrixA is isomorphic to a Lehman matrix, thenA is also a Lehman matrix

(to see this, perform the same permutations on the dual and observe that (1) still holds).

2-regular Lehman matrices are perfectly understood: They are isomorphic toCn
2 for n odd

(they are sometimes calledodd holes).

Luetolf and Margot [11] enumerated all nonisomorphic Lehman matrices forn ≤ 11. For

example, they found exactly two nonisomorphic Lehman matrices forn = 8 (to help visualize

0,1 matrices we do not write down the 0s):

C8
3 =




1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1




and




1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1




.

Note that the second matrix is obtained fromC8
3 by adding a0,±1 matrix of rank 1. The main

theme of this paper is that this is not a coincidence: thin Lehman matrices are either circulant

matricesCn
r or “similar” to them. We make this more precise below. Define the levelof a thinr-

regularn×n Lehman matrixA to be the minimum rank ofA′−Cn
r over all matricesA′ isomorphic

to A. For example, the circulant matricesCn
r have level 0 and the second Lehman matrix with
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n = 8 above has level 1. To demonstrate that the notion of level is natural in the study of thin

Lehman matrices, we appeal to information complexity (alsoknown as Kolmogorov complexity).

1.2. Results. A parameteris anyα ∈ [n]. We say that ann × n matrixA can bedescribed with

k parametersP = {p1, . . . , pk} if there exists an algorithm that, givenP, constructs a matrix

isomorphic toA (note that there is no complexity restriction on the algorithm). We prove the

following theorem in Section 3.

Theorem 1.2. If A is a thinn × n Lehman matrix of levelt, thenA can be described withO(t4)

parameters.

Thus thin Lehman matrices with constant level can be described with a constant number of

parameters, whereas one may requireΩ(n) parameters to describe a0,±1 matrix of constant

rank. This means that thin Lehman matrices with constant level are similar toCn
r in terms of

information complexity.

In Section 4, we give a complete characterization of level one thin Lehman matrices, using

only six parameters. This infinite class of Lehman matrices is new.

In Section 5, we prove the existence of thin Lehman matrices of arbitrarily high level and we

give some constructions. In Section 6, we briefly discuss fatLehman matrices and in Section 7

we state open problems and present some concluding remarks.

1.3. Motivation. Lehman matrices are key to understanding theset covering problemmin{cT x :

Mx ≥ em, x ∈ B
n}, a fundamental problem in combinatorial optimization (here c is a given

vector inR
n
+, em is them-vector all of whose components are 1, andM is a givenm × n matrix

with entries equal to 0 or 1;x is the vector of unknowns). A basic question is the following:

when can the set covering problem be solved by linear programming? This can be done for every

objective functionc exactly when theset covering polytopeP := {x ∈ R
n : Mx ≥ em, 0 ≤
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x ≤ en} is integral, i.e. all its extreme points have only 0,1 components. When this occurs, the

matrixM is said to beideal.

If P is an integral polytope, then for allj ∈ [n] andβ ∈ B, so are its facesP ′ := P ∩{xj = β}.

LetP ′′ be the restriction ofP ′ to variables distinct fromxj , i.e.P ′′ = {(x1, . . . , xj−1, xj+1, . . . , xn) :

(x1, . . . , xn) ∈ P ′}. It can readily be checked thatP ′′ is a set covering polytope as well, i.e.

P ′′ = {x ∈ R
n−1 : M ′x ≥ em′ , 0 ≤ x ≤ en−1} for some0, 1 matrix M ′. We say that

M ′ is a minor of M . Thus if a matrix is ideal then so are all its minors. A0, 1 matrix ismin-

imally nonidealif it is not ideal but all its minors are. Thus ifM is minimally nonideal then

P = {x ∈ R
n : Mx ≥ em, 0 ≤ x ≤ en} is not an integral polytope but all the polytopes

obtained fromP by fixing a variablexj to 0 or to 1 are.

An example of a minimally nonideal matrix is the point-line incidence matrix of adegenerate

finite projective plane(one line containsn− 1 pointsv1, . . . , vn−1, and the remainingn− 1 lines

contain exactly two pointsvj , vn, for j = 1, . . . , n − 1). Define thecoreof a minimally nonideal

matrix M to be the submatrix induced by those rows for which the inequalities Mx̄ ≥ em hold

as equality at a fractional extreme pointx̄ of P . Lehman [8] gave the following property of

minimally nonideal matrices: IfM is a minimally nonideal matrix, then either it is the point-

line incidence matrix of a degenerate finite projective plane or it has a unique core which is a

Lehman matrix. A complete characterization of minimally nonideal matrices or of their cores

seems extremely difficult. A step towards a better understanding of these matrices is to study the

Lehman equation (1). This is the purpose of this paper.

A 0, 1 matrix M is Mengerianif for every nonnegative integral vectorc the linear program

min{cTx : Mx ≥ em, 0 ≤ x ≤ en} and its dual both have integral solutions. Many clas-

sical minimax theorems are associated with an underlying Mengerian matrix [3]. If a matrix is

Mengerian then so are all its minors. A0, 1 matrix isminimally non-Mengerianif it is not Men-

gerian but all its minors are. Clearly, ifM is Mengerian then it is ideal. It follows that minimally
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non-Mengerian matrices are either minimally nonideal or ideal. In [4] it is shown that if a matrix

is minimally non-Mengerian and minimally nonideal, then its core must be thin. Hence, thin

Lehman matrices are important in understanding minimally non-Mengerian matrices.

Finally, note the analogy between equation (1) and the equation ABT = E − I that arises in

the study of perfect graphs: Lovász [10] showed that minimally imperfect graphs satisfyABT =

E−I whereA (B respectively) is the maximum clique (maximum stable set respectively) versus

vertex incidence matrix. Graphs that satisfy this matrix equation are calledpartitionable graphs

and they were studied in the 1970s and following decades.

We will drop the subscript or superscriptn from Cn
r , Dn

s , en etc. when the dimension is clear

from the context.

2. PRELIMINARIES

A classical result about the solutions of the Lehman matrix equation (1) was proved by Bridges

and Ryser [1].

Theorem 2.1.LetA, B ∈ Mn(B) be a Lehman pair. Then, there exist integersr ≥ 2 ,s ≥ 2 such

thatA is r-regular,B is s-regular andrs = n + k. Moreover,AT , BT are also a Lehman pair.

Next, we establish that the notion oflevel of a Lehman matrix is invariant under duality. A

matrix is0-regular if the sum of entries in each row and column is equal to 0.

Proposition 2.2. LetA, B ∈ Mn(B) be a thin Lehman pair. Then,level(A) = level(B).

Proof. By Theorem 2.1, there exist integersr ≥ 2 ,s ≥ 2 such thatA is r-regular,B is s-regular

andrs = n + 1.

Let t = level(A). By the definition of level, there existn × n permutation matricesP, Q such

thatPAQ − Cr has rankt.
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Claim 1. PBQ − Ds has rankt.

Proof. We define

ΣA := PAQ − Cr, ΣB := PBQ − Ds.

SinceCr andDs form a thin Lehman pair, we have

E + I = (PAQ − ΣA) (PBQ − ΣB)T

= (PAQ)(PBQ)T − CrΣ
T
B − ΣA(PBQ)T .

SinceP (E + I)P T = E + I andA, B make a thin Lehman pair, so doPAQ andPBQ. We

obtain

ΣBCT
r = −(PBQ)ΣT

A.

By Theorem 2.1CT
r andDT

s are a Lehman pair. Multiplying both sides of the above equation

from right byDs and using the fact thatΣB is 0-regular, we arrive at

ΣB = −(PBQ)ΣT
ADs.

PBQ andDs are nonsingular; therefore,rank(ΣB) = rank(ΣA) = t as desired. 3

The above claim implies thatlevel(B) ≤ t. Since the roles ofA andB are symmetric in the

Lehman equation, iflevel(B) ≤ t − 1, we would arrive atlevel(A) ≤ t − 1, a contradiction.

Therefore,level(B) must equalt. �

Remark 2.3. SupposeA, B ∈ Mn(B) make a thin Lehman pair. Then using the Lehman equa-

tion,

(2) A−1 = BT −
1

r
E.
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SupposeA, B also satisfyA = Cr + ΣA andB = Ds + ΣB, whereΣA andΣB are0-regular

matrices. Using the proof of Proposition 2.2, the identity (2), and the0-regularity ofΣA, we

deduce

(3) ΣB = −BΣT
ADs = −A−T ΣT

ADs = −
(
C−1

r ΣAA−1
)T

.

3. INFORMATION COMPLEXITY

As we hinted in the introduction, thin Lehman matrices can beclassified with respect to their

relation to the circulant matrices via the notion oflevel. In particular, we will prove in this section

that low level, thin Lehman matrices are very similar to circulant matrices. In this context, two

matrices are “similar” or “close” to each other if only “little” extra information is sufficient to

describe one in terms of the other. Our approach focuses on the descriptional complexityof

0,1 matrices which is in the general domain of well-known notions of Kolmogorov complexity

and Shannon information theory. In such studies one has to decide ahead of time what the

communicated data or the computer input “mean.” (How will itbe interpreted?) For our purposes,

we will require that the input be treated as “positions” in ann-dimensional vector. While both of

these areas (Kolmogorov complexity and Shannon information theory) are close to what we need,

neither one is exactly suitable. Therefore, we set up our ownspecial model below. For detailed

information on Kolmogorov complexity, see [9]; for a comparison of Kolmogorov complexity

and Shannon information theory, see [5].

In our approach, we are interested in describing 0,1 matrices or0, ±1 matrices. Our complex-

ity model allows the usage of parameters in[n]. However, we require that any algorithm that is

allowed in our model must treat these parameters as “positions” of ann-dimensional vector (or

treat a pair of parameters as a position in ann × n matrix). For instance, to describe a 0,1 vector

of lengthn, we may list the positions where contiguous ones start and end (such a representation
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would requireΩ(n) parameters in the worst case). However, we do not allow the usage of param-

eters to encode the 0,1 elements as the digits of a number in[n] (if this were allowed, then n
log n

parameters would suffice to describe any 0,1 vector of lengthn).

As we explained in the introduction, our classification theory treats isomorphic matrices as

equivalent (so does our notion oflevel of a thin Lehman matrix). Given thin Lehman matrices

A, A′ ∈ Mn(B), bothr-regular, we are interested in the significant intrinsic combinatorial differ-

ences betweenA andA′. So, classification up to isomorphism also serves us well in the current

section.

LetA, B ∈ Mn(B) be a Lehman pair withA beingr-regular andB beings-regular. To describe

the 1s inA, rn parameters suffice. Since we allow computation (any algorithm may be used),

andA, B satisfy the Lehman equation, each thin Lehman matrix can be described bymin{r, s}n

parameters. E.g., ifs < r, we describeB usingsn parameters and computeA = (E +I)B−T . In

contrast, one parameter suffices to describeCr, namelyr. Indeed, iflevel(A) = O(1) thenO(1)

parameters suffice to describeA (see Corollary 3.8).

Givenu ∈ Z
n, u+, u− ∈ Z

n
+ are the positive (negative resp.) parts ofu such thatu = u+ − u−

andu+, u− have disjoint supports. (Sometimes, we define a vectoru by first defining its positive

and negative partsu+ andu− and then by lettingu := u+ − u−; in this latter definition, the

supports ofu+ andu− need not be disjoint.) We denote the support of a vectoru by supp(u).

We say thatu ∈ Z
n is (t, Cr)-compactif

supp(u+) ⊆ union oft intervals of sizer, and

supp(u−) ⊆ union oft intervals of sizer.
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We say thatu ∈ Z
n is (t, Ds)-compactif

supp(u+) ⊆ union of the supports oft columns ofDs, and

supp(u−) ⊆ union of the supports oft columns ofDs.

Proposition 3.1.LetΣ ∈ Mn({0,±1}), be0-regular withrank(Σ) = t. If Cr +Σ is nonnegative

then every column and row ofΣ is (t, Cr)-compact.

Proof. We only prove that every column ofΣ is (t, Cr)-compact (our arguments directly apply to

the rows ofΣ as well). First, we note that for any columnx of Σ, x− is (1, Cr)-compact (since

Cr + Σ is nonnegative). Next, we prove thatx+ is (t, Cr)-compact: Let̃Σ be then × (n − 1)

matrix obtained fromΣ by deleting columnx. SinceΣ is 0-regular, the system:

(4) Σ̃α = −x, α ≥ 0

has a solution, namelyα := e. Sincerank(Σ̃) ≤ t, there exists an extreme point solutionᾱ of (4)

such that| supp(ᾱ)| ≤ t. In particular,

supp(x+) ⊆
⋃

i∈supp(ᾱ)

supp

([
coli(Σ̃)

]
−

)
.

We conclude thatx+, and hencex, is (t, Cr)-compact. �

Corollary 3.2. Let Σ ∈ Mn({0,±1}), be0-regular withrank(Σ) = t. If Cr + Σ is nonnegative

then everyv ∈ rowspace(Σ) is (t2, Cr)-compact.

Proof. Choose a set of rowsℓ1, ℓ2, . . . , ℓt of Σ which forms a basis for the row space ofΣ. Then

v =
∑t

i=1 αiℓ
T
i , for some coefficientsα1, α2, . . . , αt. By Proposition 3.1, eachℓi is (t, Cr)-

compact; hence,v is (t2, Cr)-compact as desired. �
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Forp ∈ Z
n and an(i, j)-intervalS ⊆ [n], thetransition ofp overS is

trans(p, S) :=

j∑

k=i−1

|p(k) − p(k + 1)| ,

where the indices are interpreted cyclically in[n].

For i, j ∈ [n], dist(i, j) is the size of a smallest interval containing bothi andj. Thus, ifj ≥ i,

thendist(i, j) = min{j − i + 1, i − j + n + 1}.

Proposition 3.3. Let r ≥ 2, s ≥ 2 be integers and letn := rs − 1. Also lety ∈ {0,±1}n be

(1, Ds)-compact andℓ := CT
r y. Then

trans(ℓ, S) ≤ 12, for every intervalS of sizer − 1.

Proof. Let

z+ :=
∑

i∈y+

rowi(Cr) andz− :=
∑

i∈y−

rowi(Cr).

We say thati ∈ [n] is specialif z+(i) ≥ 2 or z−(i) ≥ 2. Note,ℓ = z+ − z−.

Claim 1. Let i, j ∈ supp(ℓ+) be such thatdist(i, j) ≤ r − 1 and neitheri nor j is special. Then

i andj lie in the same interval ofsupp(ℓ+).

Proof. Clearly, i, j ∈ supp(z+). Sincei, j are not special,z+(i) = 1 andz+(j) = 1. Let S be

the smallest interval containing bothi andj. Sincey is (1, Ds)-compact, the rows indexed byy+

are each shifted byr or r − 1. Sincedist(i, j) ≤ r − 1, this implies thatS ⊆ supp(z+). Since

z−(i) = z−(j) = 0 anddist(i, j) ≤ r − 1, S ∩ supp(z−) = ∅. We conclude thatsupp(ℓ+) ⊇ S

and that the same interval ofℓ+ containsS.

3

Claim 2. There exist at most two special elements. If a special element v appears inz+ then

z+(v) = 2; if it appears inz− thenz−(v) = 2.
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Proof. The claim follows from the matrix equationCT
r Ds = E + I. 3

Let S be an interval of sizer − 1. The following includes all potential contributions to

trans(ℓ, S):

• at most4 for each special element (by Claim 2, there are at most two such elements),

• at most2 for each ofℓ+, ℓ− (by Claim 1).

The total is bounded above by 12. �

The next two remarks are useful in estimating the total number of transitions over sums of

vectors and unions of intervals.

Remark 3.4. Let ℓ, ℓ′ ∈ Z
n and letS ⊆ [n] be an interval. Then

trans(ℓ + ℓ′, S) ≤ trans(ℓ, S) + trans(ℓ′, S).

Remark 3.5. Let ℓ ∈ Z
n andS, S ′ ⊆ [n] be intervals. Then

trans(ℓ, S ∪ S ′) ≤ trans(ℓ, S) + trans(ℓ, S ′).

Proposition 3.6.Lety ∈ {0,±1}n be(t, Ds)-compact. Defineℓ := CT
r y. If ℓ is (q, Cr)-compact,

then

trans(ℓ, [n]) ≤ 48tq.

Proof.

Claim 1. For every intervalS ⊆ [n] of sizer − 1, trans(ℓ, S) ≤ 12t.

Proof. Sincey is (t, Ds)-compact, there existρi ∈ {0,±1}n such that eachρi is (1, Ds)-compact

and
∑t

i=1 ρi = y. Let ℓi := CT
r ρi, for all i ∈ [t]. By Proposition 3.6,trans(ℓi, S) ≤ 12. Since

ℓ =
∑t

i=1 ℓi, Remark 3.4 implies the claim. 3
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Sinceℓ is (q, Cr)-compact,

supp(ℓ+) ⊆ union ofq intervals of sizer,

supp(ℓ−) ⊆ union ofq intervals of sizer.

Therefore,

supp(ℓ) ⊆ union of4q intervals of size
⌈

r
2

⌉
≤ r − 1.

By the claim, every such interval contains at most12t transitions forℓ. Hence, by Remark 3.5,

we havetrans(ℓ, [n]) ≤ (4q)(12t)

as desired. �

Now, we are ready to prove Theorem 1.2.

Proof of Theorem 1.2.Let A be ann × n thin Lehman matrix of levelt. Then (by Theorem 2.1)

A is r-regular for some integerr ≥ 2 and by our definition of level, there exist permutation

matricesP, Q such thatrank(PAQ − Cr) = t. Let ΣA := PAQ − Cr. Denote byB the dual of

A (thenB is s-regular wheres ≥ 2 is the integer satisfyingrs = n + 1). Let ΣB := PBQ−Ds.

We will describeΣB with O(t4) parameters. Since the roles ofA andB are symmetric, the same

arguments also apply toΣA.

By the proof of Proposition 2.2 (or (3)),rank(ΣB) = t. So, there exists at × t nonsingular

submatrixΓ of ΣB with row index setJr, column index setJc such that after a suitable reordering,

ΣB =

[
Γ M1

M2 M2Γ
−1M1

]
.

We define

Y :=

[
Γ

M2

]
, UT := [Γ M1] .

Further letL := CT
r Y , X := CrU . GivenL, X, Jr, Jc as the input, the following algorithm

computesΣB:
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• ComputeDT
s X, DsL

(this givesΓ, M1 andM2 as follows:

DT
s X = DT

s CrU = (E + I)U = U =

[
ΓT

MT
1

]
;

similarly,

DsL = DsC
T
r Y = (E + I)Y = Y =

[
Γ

M2

]
);

• computeM2Γ
−1M1.

We claim that(L, X, Jr, Jc) can be represented byO(t4) parameters. Clearly,Jr andJc can be

represented byt parameters each. So, it suffices to prove the upper bound forL (since forX we

simply transpose the matrixA). By Corollary 3.2, every columnℓ of L is (t2, Cr)-compact. Since

every columny of Y is a column ofΣB, Proposition 3.1 implies thaty is (t, Ds)-compact. Now,

Proposition 3.6 impliestrans(ℓ, [n]) ≤ 48t3. Every transition can be described by one parameter;

hence,ℓ can be described byO(t3), L can be described byO(t4) parameters. �

Remark 3.7. Theorem 1.2 also applies to partitionable matrices (those satisfyingABT = E−I).

We simply redefine the notion of “special” used in the proof ofProposition 3.3.

Corollary 3.8. Every pair of thin Lehman matrices with fixed level (i.e.level(A) = t = O(1))

can be described byO(1) parameters.

The next section gives a complete characterization of all thin Lehman matrices of level one,

using only 6 parameters.

4. COMPLETE CHARACTERIZATION OF LEVEL ONE MATRICES

Throughout this sectionA, B ∈ Mn(B) denote level one matrices andB is the dual ofA.

MoreoverA is r-regular andB is s-regular. A matrix inMn(B) is identified with the set of pairs

in [n] × [n] corresponding to its nonzero entries.
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A (t, q; t′, q′)-block is the set of pairs(i, j) where i is in the (t, t′)-interval andj is in the

(q, q′)-interval. A (ρ, σ)-shift of a (t, q; t′, q′)- block is the(t + ρ, q + σ; t′ + ρ, q′ + σ)-block. A

configurationC is a 6-tuple(i, j, nR, nC , ρ, σ) associated with 4 blocks as follows. Theblocksof

C are denotedB11, B12, B21, B22 whereB11 is the(i, j; i + nR − 1, j + nC − 1)-block,B21 is a

(ρ, 0)-shift of B11, B12 is a(0, σ)-shift of B11 andB22 is a(ρ, σ)-shift of B11. The matrixΣ(C)

is defined as−B11 − B22 + B21 + B12.

Theorem 4.1. A matrix A is a level one (Lehman) matrix if and only ifA is isomorphic to

Cr + Σ(C) whereC is the configuration(1, 1 + nR, nR, r − nR, tr, tr − 1) wherenR ∈ [r − 1]

andt ∈ [s − 1].

We call any configuration of the form given in Theorem 4.1 abasicconfiguration. Consider,

for instance, the basic configuration withn = 14, r = 5, nR = 2, t = 1 andC = (1, 3, 2, 3, 5, 4).

Cr + Σ(C) =




1 1 1 1 1
1 1 1 1 1

1 1 1 1 1
1 1 1 1 1

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

1 1 1 1 1
1 1 1 1 1

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1




Next we describe briefly the major steps of the proof of Theorem 4.1. The “if” part is easy to

check using the dualB defined in Remark 4.3 below. The proof of the “only if” part consists of

the following steps. SinceA has level one it can be written asCr+xℓT wherex, ℓ ∈ {0,±1}n. We

first show in Section 4.2 thatx, ℓ have a simple structure, i.e. only a small number of parameters

are needed to describe them. This result is refined in Section4.3 where we show thatx, ℓ define a
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special type of configuration. In Section 4.4 it is proved that there exists a bijection between the

configurations forA and those forB (after isomorphism). The proof is completed after a brief

case analysis in Section 4.5.

4.1. Preliminaries. In this section, the support of a 0,1 vectoru will also be denoted byu, i.e.

we use the same notation for a 0,1 vector and its support.

We say that(P, Q) define thestandard(Ds, Cs)-isomorphismif P, Q are permutation matrices

(of ordern) such that for all indicesi, P (i, (i − 1)r + 1) = 1 andQ(i, is) = 1.

Remark 4.2. PDsQ = Cs.

Proof. By definition ofDs, rowi(Ds) = {i−1+ tr : t ∈ [s]}. SinceQ(i, is) = 1 andrs = n+1,

it follows thatQ(ri, i) = 1 for all indicesi. Now (PDsQ)ij = rowi(P )Ds colj(Q) = Ds((i −

1)r +1, rj) which is equal to1 if and only if rj = (i− 1)r +1− 1+ tr for somet ∈ [s]. We can

rewrite this last condition asrj = r(i+t) wheret ∈ [0, s−1]. Thusj = i+t wheret ∈ [0, s−1],

i.e. j ∈ rowi(Cs). �

We say that a permutation matrixP defines asimpleisomorphism if there existsδ ∈ [0, n − 1]

such thatP (i, i+δ) = 1 for all indicesi. Observe thatPCrP
T = Cr. LetP, Q be the permutation

matrices such that for all indicesi, P (i, n − i) = 1 andQ(i, n − i + r − 1) = 1. Then given

X ∈ Mn({0,±1}), PXQ is called thereverseof X. Note that the reverse ofCr is Cr. Given

a vectorx ∈ {0,±1}n the reverseof x is Px. We say thatQ defines thestandard(CT
r , Cr)-

isomorphismif Q(i, i+r−1) = 1 for all indicesi. Note thatCT
r Q = Cr and that the isomorphism

maps columnj to columnj + r − 1.

For the remainder of this section when we talk aboutA, B, we mean isomorphic copies

PAQ, PBQ such thatlevel(A) = rank(PAQ − Cr) (and by Proposition 2.2,level(A) =

level(B) = rank(PBQ − Ds)).
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Remark 4.3. There are vectorsx, ℓ, y, u ∈ {0,±1}n andΦ = ±1 such thatA = Cr + xℓT ,

B = Ds+ΦyuT andℓ = CT
r y, x = Cru, Φ = − 1

1+xT y
. Moreover,xT e = ℓT e = yTe = uT e = 0.

Proof. SinceA has level one, there exist vectorsx, ℓ such thatA = Cr+xℓT . SinceA is r-regular

xT e = ℓT e = 0. Definey := C−T
r ℓ andu := C−1

r x. By (2) we havey = (Ds −
1
r
E)ℓ = Dsℓ

andu = (DT
s − 1

r
E)x = DT

s x. Moreover,yTe = ℓT DT
s e = ℓT se = 0 and similarly we can show

uT e = 0. We have,

A = Cr + xℓT = (I + xℓT C−1
r )Cr = (I + xyT )Cr.

Using Remark 6.2(1) and the above equation, we conclude that±1 = det(I + xyT ) = 1 + xT y.

Therefore,xT y ∈ {0,−2} andΦ = − 1
1+xT y

is well-defined and is±1. Then it can be checked

thatB = (I + ΦyxT )Ds (multiply ABT and use the fact thatxT e = yTe = 0). Thus

B = Ds + ΦyxT Ds = Ds + ΦyuT .

SinceA is a0, 1 matrix, we havexℓT ∈ Mn({0,±1}). Thus, we can choosex, ℓ ∈ {0,±1}n.

SinceB is a0, 1 matrix andΦ = ±1, we must haveyuT ∈ Mn({0,±1}). We established above

that y = Dsℓ andu = DT
s x. Since we havex, ℓ ∈ {0,±1}n, y andu are integral vectors.

Therefore,y, u ∈ {0,±1}n as desired. �

Let (P, Q) define the standard(Ds, Cs)-isomorphism. SinceB = Ds + ΦyuT it implies that

PBQ = P (Ds + ΦyuT )Q = PDsQ + PΦyuTQ = Cs + (ΦPy)(QT u)T . Defineỹ := ΦPu and

ũ = QT u thenPBQ = Cs + ỹũT . Hence all results aboutx, ℓ andA apply toỹ, ũ andPBQ.

The notationℓ, x, y, u, Φ, ỹ andũ will be used throughout the remainder of this section.

Remark 4.4. Suppose thatℓ+ is a(j, j′)-interval and thatℓ− is aσ-shift of ℓ+. Suppose thatx−

is an(i, i′)-interval and thatx+ is aρ-shift of x−. Then we can define two distinct configurations

C, C′ from x andℓ such thatxℓT = Σ(C) = Σ(C′) where:C = (i, j, i′ − i + 1, j′ − j + 1, ρ, σ)
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with blocksB11 = x−ℓT
+, B12 = x−ℓT

−
, B21 = x+ℓT

+, B22 = x+ℓT
−

; andC′ = (i+ ρ, j +σ, i′ − i+

1, j′ − j + 1, n − ρ, n − σ) with blocksB′

11 = x+ℓT
−
, B′

12 = x+ℓT
+, B′

21 = x−ℓ−, B′

22 = x−ℓ+.

Observe thatC andC′ are determined fromx, ℓ and the choice ofB11. Thus, we will say thatC is

the(x, ℓ)-configuration withB11 = x−ℓ+ and thatC′ is the(x, ℓ)-configuration withB11 = x+ℓ−.

4.2. r-structures. We use the notion of vector shift given in the introduction. Avector in

{0,±1}n is a type I, r-structureif it is a shift of a vectorv whose positive and negative parts

are the intervalsv+ = [1, q], v− = [1 + tr, q + tr] whereq ∈ [r − 1], t ∈ [s − 1]. A vector

v ∈ {0,±1}n is aType II,r-structureif v or−v is a shift of a vectorv′ wherev′

+ = [1, q] ∪ {r},

v′

−
= [tr, q + tr] andq ∈ [r − 2], t ∈ [s − 1]. A vector in{0,±1}n is aType III,r-structureif it

is a shift of a vectorv wherev+ = [1, q] ∪ {r}, v− = [tr, q + tr − 1] ∪ {q + (t − 1)r}, where

q ∈ [r − 2] andt ∈ [s − 1]. Theorder of an r-structurev is given by the parametert. If there

exists an indexδ such thatδ andδ + r − 1 are both indices ofy+ (resp.y−) then{δ, δ + r − 1}

form aspecial pairof y+ (resp.y−) andy+ (resp.y−) is special.

Lemma 4.5. ℓ or its reverse is anr-structure of order|y+|. Moreover, it is of type I if and only if

neithery+ nor y− are special; it is of type II if and only if exactly one ofy+, y− is special; it is of

type III if bothy+ andy− are special.

Proof. SinceA does not have level0, x−, x+, ℓ−, ℓ+ are all non-empty.

Claim 1.

(1) ℓ+ (resp.ℓ−) is contained in an interval of cardinalityr.

(2) ℓ+ (resp.ℓ−) is not an interval of cardinalityr.

Proof. A = Cr + xℓT ≥ 0. In particular,Cr − x−ℓT
+ ≥ 0, thusℓT

+ ⊆ rowα(Cr) for all α ∈ x−.

This implies (1). Furthermore ifℓ+ is an interval of sizer, thenx− contains a unique element
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α. SinceeT x = 0, x+ contains a unique elementβ. As Cr − x+ℓT
−
≥ 0, andℓT e = 0, ℓ− is an

interval of sizer. ThenA is obtained fromCr by permuting the rowsα, β, contradicting the fact

thatA has level1. 3

Claim 2.

(1) If Φ = +1 theny+ ⊆ colδ(Ds), ∀δ ∈ u−. If Φ = −1 theny+ ⊆ colδ(Ds), ∀δ ∈ u+.

(2) Considerδ such thaty+ ⊆ colδ(Ds). Then∀i, j ∈ y+, i 6= j, rowi(Cr)∩rowj(Cr) ⊆ {δ}.

Moreover, ”⊆” holds with ”=” if and only if {i, j} is a special pair ofy+.

Proof. Ds + ΦyuT ≥ 0. SupposeΦ = 1 as the caseΦ = −1 is similar. ThenDs − Φy+uT
−
≥ 0

which implies (1). Considerδ such thaty+ ⊆ colδ(Ds). We haveE + I = CT
r Ds thuse + eδ =

CT
r colδ(Ds) ≥ CT

r y+ =
∑

i∈y+
rowi(Cr). Moreover, ifδ ∈ rowi(Cr) ∩ rowj(Cr) theni, j must

be a special pair. This implies (2). 3

We define,

P :=
∑

i∈y+

rowi(Cr) and N :=
∑

i∈y−

rowi(Cr).

ThenℓT = yTCr = P − N . LetP denote the support ofP and letN denote the support ofN .

We will show thatP andN are both intervals. PartitionP into maximal intervalsP1, . . . , Pα and

partitionN into maximal intervalsN1, . . . , Nβ.

We say that setsS, T ⊆ [n] crossif S \ T andT \ S are both non-empty.

Claim 3. Pi, Nj cross for every pairi ∈ [α], j ∈ [β].

Proof. SupposePi, Nj do not cross. We consider the case wherePi ⊇ Nj as the casePi ⊆ Nj

can be proved in the same way. For some indicesa, b, c, d, Pi = [a, b] andNj = [c, d]. Since

rowa(Cr) = [a, a + r − 1], a ∈ y+. Sincerowc(Cr) = [c, c + r − 1], c ∈ y−. As y+ ∩ y− = ∅,

a 6= c. We omit the proof thatb 6= d as it is similar. Consider indicesa′ = c − 1 andb′ = d + 1.
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Then{a′, b′} ∈ ℓ+. By Claim 1,a′, b′ are contained in an intervalS of size at mostr. SinceNj is

a union of rows ofCr, |Nj | ≥ r. Hence we may assumeS = [b′, a′]. Sinceℓ− 6= ∅, there exists

Nj′ wherej 6= j′ ∈ [β]. But Nj′ ⊆ S \ {a′, b′}. A contradiction as|Nj′| ≥ r. 3

Claim 4. P andN are both intervals.

Proof. Suppose for a contradictionP or N is not an interval. IfN is not an interval, relabelℓ

by −ℓ andx by −x (asA = Cr + xℓT = Cr + (−x)(−ℓ)T ). ThenP becomesN and vice-

versa. Thus, we may assume there existPi1 , Pi2 wherei1, i2 ∈ [α] andi1 6= i2. Since|Pi1| ≥ r,

Claim 1 implies that there existsj1 ∈ [β] such thatPi1 ∩ Nj1 6= ∅. Similarly, there exists

j2 ∈ [β] such thatPi2 ∩ Nj2 6= ∅. Note thatNj1, Nj2 need not be distinct. There exist indices

a1, b1, a2, b2, c1, d1, c2, d2 such thatPi1 = [a1, b1], Pi2 = [a2, b2], Nj1 = [c1, d1], Nj2 = [c2, d2].

SincePi1, Nj1 cross (by Claim 3) exactly one ofc1, d1 is in Pi1 . We may assumec1 ∈ Pi1 for

otherwise we consider the reverse ofA instead ofA, this exchanges the roles ofc1 andd1. Since

Pi2 , Ni2 cross, exactly one ofc2, d2 is in Pi2. Thus there are two cases: (1)c2 ∈ Pi2 and (2)

d2 ∈ Pi2 .

Consider case (1). NoteNj1 6= Nj2. Thenc1−1, c2−1 ∈ ℓ+. Claim 1 implies thatc1−1, c2−1

are contained in an intervalS of cardinalityr. But S must contain strictly one ofNj1 or Nj2. A

contradiction as|Nj1|, |Nj2| ≥ r.

Consider case (2). Notec1 − 1, d2 + 1 ∈ ℓ+. Claim 1 impliesc1 − 1, d2 + 1 are contained

in an intervalS of cardinalityr. Similarly, b1 + 1, a2 − 1 ∈ ℓ− impliesb1 + 1, d2 − 1 are in an

intervalS ′ of cardinalityr. ThenS ∪ S ′ ∪ (Nj1 \ {b1 + 1}) ∪ (Nj2 \ {a2 − 1}) ⊇ [n]. Hence,

2r + |Nj1| + |Nj2 | − 2 ≥ n = rs − 1, i.e. |N | ≥ |Nj1| + |Nj2| ≥ (s − 2)r + 1. It follows

that |y−| ≥ s − 1. If |y+| = |y−| = s then it can be readily checked thatB is obtained from

Ds by permuting two columns, a contradiction as this impliesB (henceA) has level zero. Thus

|y+| = |y−| = s − 1. Claim 2(1) implies that there exists an indexδ such thaty+ ⊆ colδ(Ds).
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Let i be the unique element incolδ(Ds) \ y+. ThenP = e+ eδ − rowi(Cr). SinceP decomposes

into at least two intervalsPi1 , Pi2, we must haveδ ∈ rowi(Cr) with i < δ < i + r − 1, i.e. one

of the intervalsPi1 , Pi2 is {δ}. But this contradicts|Pij | ≥ r for all j ∈ [α]. It follows thatP is

an interval. SimilarlyN is an interval. 3

By Claim 4, there are indicesa, b, c, d such thatP = [a, b] andN = [c, d]. Since|P| ≥ r,

Claim 1 implies thatP ∩ N = ∅. Since by Claim 3,P andN cross, exactly one ofc, d is in

P. If d ∈ P then consider the reverse ofA instead ofA. This will exchange the roles ofc and

d, proving the result for the reverse ofℓ. As the statement is symmetric with respect toℓ and

its reverse, this is acceptable. Thus, we may assumec ∈ P andd 6∈ P. Let t := |y+| = |y−|.

Label elements iny+ by {i1, . . . , it} and elements iny− by {j1, . . . , jt}. We may assume that,

starting froma and ending atb, we visit rowsi1, . . . , it of Cr when following the cyclic ordering.

Similarly, starting fromc and ending atd, we visit rowsj1, . . . , jt of Cr when following the cyclic

ordering.

Claim 5.

(1) if y+ is special thenrowi1(Cr) ∩ rowi2(Cr) = {a + r − 1},

(2) if y− is special thenrowjt−1(Cr) ∩ rowjt
(Cr) = {d − r + 1}.

Proof. Supposey+ is special. Claim 2(2) implies that for somep ∈ [t − 1], rowip(Cr) ∩

rowip+1(Cr) 6= ∅. The unique element common to these rows isa+rp−1. SinceP (a+rp−1) =

2, a + rp− 1 ∈ ℓ+. Sincea ∈ ℓ+, Claim 1 implies that{a, a + rp− 1} is contained in an interval

S of sizer. ThusS does not containrowip+1(Cr). It follows thata ∈ rowip(Cr), i.e. p = 1. Then

clearlyrowi1(Cr)∩ rowi2(Cr) = {a + r− 1}. This proves (1). The proof for (2) can be obtained

by considering the reverse ofA. 3

Sincer-structures are invariant under shifting we may assumea = 1. Let q := c − 1, then

[1, q] ⊆ ℓ+ and[b + 1, d] ⊆ ℓ−.
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In the remainder of the proof we consider cases depending on whethery+ andy− are special.

Case 1.Neithery+ nor y− are special.

Thenℓ+ = [1, q] andℓ− = [b + 1, d]. Since rowsi1, . . . , it of Cr are disjoint,b + 1 = 1 + tr and

d = q + tr. Hence,ℓ− = [1 + tr, q + tr] andℓ is a type I,r-structure.

Case 2.Bothy+, y− are special.

By Claim 5,rowi1(Cr) ∩ rowi2(Cr) = {r}, androwjt−1(Cr) ∩ rowjt
(Cr) = {d − r + 1}. Then

ℓ+ = [1, q] ∪ {r}, ℓ− = [b + 1, d] ∪ {d − r + 1}. Noteq ∈ [r − 1]. But q 6= r − 1 because

of Claim 1. Since rowsi1, i2 of Cr intersect exactly in one position and since all other pairs of

rows amongi1, . . . , it are disjoint,b + 1 = 1 + (tr − 1) = tr andd = q + (tr − 1). Thus

ℓ− = [tr, q + tr − 1]∪ {q + (tr − 1)− r + 1} whereq + (tr − 1)− r + 1 = q + (t− 1)r. Hence

ℓ is a type III,r-structure.

Case 3.y+ is special andy− is not special.

By Claim 5,rowi1(Cr) ∩ rowi2(Cr) = {r}. Thenℓ+ = [1, q] ∪ {r}, andℓ− = [b + 1, d]. By the

same argument as in Case 2,b + 1 = tr. Thend = q + tr (as we must have|ℓ+| = |ℓ−|). Thus

ℓ− = [tr, q + tr]. Henceℓ is an type II,r-structure.

Case 4.y+ is not special andy− is special.

We want to showℓ is a type II,r-structure. Since ifℓ is a type II,r-structure, so is−ℓ, we redefine

ℓ by −ℓ andx by −x. This exchanges the roles ofP andN . But nowd ∈ P andc 6∈ P, so we

consider the reverse ofA instead ofA. As we exchangedy for −y we are in Case 3. �

4.3. Block configuration. The goal of this section is to prove:
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Lemma 4.6. Let A be a level one matrix. ThenA = Cr + Σ(C) whereC is a configuration

(i, j, nR, nC , tr, t′r − δ). wheret, t′ ∈ [s − 1] andδ ∈ {0, 1}.

GivenS ⊆ [n] × [n] we defineval(S) to be|S ∩ Ds|.

Remark 4.7. xT y = − val(x−ℓT
+) − val(x+ℓT

−
) + val(x+ℓT

+) + val(x−ℓT
−
) ∈ {0,−2}.

Proof. Sinceℓ = CT
r y,

xT y = xT C−T
r ℓ = xT (Ds −

1

r
E)ℓ = xT Dsℓ

= − xT
−
Dsℓ+ − xT

+Dsℓ
T
−

+ xT
+Dsℓ+ + xT

−
Dsℓ−

= − val(x−ℓT
+) − val(x+ℓT

−
) + val(x+ℓT

+) + val(x−ℓT
−
).

Remark 4.3 states thatΦ = − 1
1+xT y

= ±1. ThusxT y ∈ {0,−2} and the result holds. �

Let S, S ′ ⊆ [n] × [n]. We say thatS ′ is ahorizontal translationof S if S ′ is a (0, tr)-shift of S

wheret ∈ [s− 1] and∀(i, j) ∈ S the numbersj, i, i + r − 1, j + tr do not appear in that cyclical

order (note these numbers need not be all distinct). We say that S ′ is avertical translationof S

if S ′ is a(tr, 0)-shift of S wheret ∈ [s − 1] and∀(i, j) ∈ S the numbersi, j − r + 1, j, i + tr do

not appear in that cyclical order.

Remark 4.8. If S ′ is a horizontal (resp. vertical) translation ofS thenval(S ′) = val(S).

Proof. Let S ′ be a horizontal translation ofS. ThenS is a (0, tr)-shift of S. Then(i, j) ∈ S

if and only if (i, j + tr) ∈ S ′. Moreover,(i, j) ∈ Ds if and only if (i, j + tr) ∈ Ds since

rowi(Ds) = {i, i + r − 1, . . . , i + (s− 1)r − 1}. The case for vertical translations is similar.�

Remark 4.9. Let S, S ′ be intervals. ThenS ′ is atr-shift of S for somet ∈ [s − 1] if and only if

S is a(t′r − 1)-shift of S ′ wheret′ = s − t ∈ [s − 1].
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Proof. S ′ is atr-shift of S if and only if S is an(n − tr)-shift of S ′ andn − tr = rs − 1 − tr =

t′r − 1. �

GivenS ⊆ [n] × [n] and(i, j) ∈ [n] × [n] we abbreviateS \ {(i, j)} by S \ (i, j).

Lemma 4.10. ℓ is not a type II,r-structure.

Proof. Suppose for a contradiction,ℓ is a type II,r-structure. By considering eitherx or ℓ or

−x,−ℓ andA or its reverse we may assume (after a simple isomorphism) that ℓ+ = [1, q] ∪ {r},

thatℓ− = [tr, q + tr], and thatq ∈ [r − 2], t ∈ [s − 1]. Since the smallest interval containingℓ+

has cardinalityr, |x−| = |x+| = 1 andx− = {1}. Applying Lemma 4.5 toAT , it follows thatx

or its reverse is a type I,r-structure. Letχ be the unique element inx+. Remark 4.9 implies that

χ = 1 + t′r − δ wheret′ ∈ [s − 1] andδ ∈ {0, 1} (δ = 1 corresponds to the case wherex is a

Type I,r-structure;δ = 0 corresponds to the case where the reverse ofx is).

Claim. t = t′ andδ = 1.

Proof. rowχ(Cr) = [1 + t′r − δ, (t′ + 1)r − δ]. SinceCr − x+ℓT
−
≥ 0, ℓT

−
⊆ rowχ(Cr). Thus, (1)

tr ≥ 1 + t′r − δ and (2)q + tr ≤ (t′ + 1)r − δ. We write (2) ast ≤ t′ + 1 − 1
r
(δ + q). Hence

t ≤ t′. We write (1) ast ≥ t′ + 1
r
(1 − δ). As t ≤ t′ this impliest = t′ andδ = 1. 3

The claim implies thatχ = tr. Remark 4.9 implies thatx−ℓT
−

is a ((s − t)r, 0)-shift of

x+ℓT
−

. It follows thatx−ℓT
−

is a vertical translation ofxT
+ℓT

−
. Hence by Remark 4.7val(x+ℓT

−
) =

val(x−ℓT
−
). Similarly x−ℓT

+ \ (1, 1) is a vertical translation ofx+ℓT
+ \ (tr, 1). Henceval(x−ℓT

+ \

(1, 1)) = val(x+ℓT
+ \ (tr, 1)). Moreover,(1, 1) ∈ Ds and (tr, 1) 6∈ Ds. Thusval(x+ℓT

+) =

val(x−ℓT
+) − 1. It follows that− val(x−ℓT

+) − val(x+ℓT
−
) + val(x+ℓT

+) + val(x−ℓT
−
) = −1, a

contradiction to Remark 4.7. �
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A simple-C4 is the matrixΣ(C) whereC is the configuration(1, 1, 1, 1, tr, (t + 1)r − 1). A

twin-C4 is the matrixxℓT whereℓ+ = {1} ∪ {r}, ℓ− = {tr} ∪ {(t − 1)r + 1} andx− = {1},

x+ = {(t − 1)r + 1} wheret ∈ [2, s − 1]. Theorderof the twin-C4 is given byt.

Remark 4.11. SupposeA = Cr + Γ whereΓ is a twin-C4 of order2, or a simple-C4. ThenA is

isomorphic toCr + Σ(C) whereC is a basic configuration.

Proof. By permuting columnsr andr + 1 of a twin-C4 of order2 we obtain a simple-C4. By

permuting rows1 andtr+1 of a simple twin-C4 we obtainΣ(C) whereC = (1, 2, 1, r−1, tr, tr−

1). �

Lemma 4.12.Supposeℓ is a type III,r-structure. Then after a simple isomorphism(x, ℓ) defines

a twin-C4 of order|y+| ≥ 2.

Proof. ¿From the hypothesis we may assumeℓ+ = [1, q]∪ {r}, andℓ− = [tr, q + tr − 1] ∪ {q +

(t − 1)r}. Proceeding as in the proof of Lemma 4.10 we show thatx− = {1} andx+ consists of

a single elementχ whereχ = 1 + t′r − δ wheret′ ∈ [s − 1] andδ ∈ {0, 1}.

Claim. t′ = t − 1, δ = 0, andq = 1.

Proof. SinceCr − x+ℓT
−
≥ 0, ℓT

−
⊆ rowχ(Cr) = [1 + t′r − δ, (t′ + 1)r − δ] and the following

relation must hold:q + (t − 1)r ≥ 1 + t′r − δ andq + tr − 1 ≤ (t′ + 1)r − δ. We can rewrite

these relations as:t − 1 ≥ t′ − 1
r
(q + δ − 1) andt − 1 ≤ t′ − 1

r
(q + δ − 1). It follows that

t− 1 = t′ − 1
r
(q + δ − 1). Sincet an integer,q + δ − 1 is a multiple ofr. But 1 ≤ q ≤ r − 2 and

0 ≤ δ ≤ 1. It follows thatq + δ − 1 = 0 henceq = 1 andδ = 0. Thent′ = t − 1. 3

The result follows immediately from the claim. �

Consider a(t, q; t′, q′)-blockD. We use the following notation:pD = (t, q), Dq = (t, q′),xD =

(t′, q) andDy = (t′, q′). We say thatpD, Dq,xD andDy are thecornersof D.
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Lemma 4.13. If AT = Cr + Σ(C) whereC is a basic configuration, thenA is isomorphic to

Cr + Σ(C′) whereC′ is a basic configuration.

Proof. SupposeAT = Cr + Σ(C) whereC = (1, 1 + nR, nR, r − nR, tr, tr − 1) wherenR ∈

[r − 1] and t ∈ [s − 1]. Let B11, B12, B21, B22 be blocks ofC. Then the support ofΣ(C)T

can be partitioned into blocksBT
11, B

T
12, B

T
21, B

T
22. DefineB′

11 = BT
22, B′

12 = BT
12, B′

21 = BT
21

andB′

22 = BT
11. B22 is a (0, tr − 1)-shift of B21 in Σ(C). Remark 4.9 implies thatB21 is a

(0, (s − t)r)-shift of B22 in Σ(C). ThusBT
21 = B′

21 is an ((s − t)r, 0)-shift of BT
22 = B′

11 in

Σ(C)T . B22 is a (tr, 0)-shift of B12. Remark 4.9 implies thatB12 is a ((s − t)r − 1, 0)-shift

of B22 in Σ(C). ThusBT
12 = B′

12 is a (0, (s − t)r − 1)-shift of BT
22 = B′

11 in Σ(C)T . Block

B′

11 = BT
22 hasr − nR rows andnR columns. LetQ define the standard(CT

r , Cr)-isomorphism

and letP define the simple isomorphism mapping rownR + tr to row 1. ThenPAQP T =

Cr +PΣ(C)T QP T = Cr +Σ(C′) whereC′ = (1, 1+ (r−nR), r−nR, nR, (s− t)r, (s− t)r−1)

aspB′

11 = (1, (1 + tr) + (r − 1)− (nR + tr − 1)) wherer − 1 arises fromQ and−(nR − tr − 1)

arises fromP . Observe thatC′ is basic. �

Proof of Lemma 4.6.Lemma 4.5 implies thatℓ or its reverse is anr-structure. LetQ be the

permutation matrix which defines the standard(CT
r , Cr)-isomorphism. Theorem 2.1 implies that

AT is a Lehman matrix. We haveAT = CT
r + ℓxT thusAT Q = CT

r Q + ℓxT Q = Cr + ℓ(QT x)T .

Note thatQT x is an(r − 1)-shift of x. Lemma 4.5 implies thatx or the reverse ofx is anr-

structure. Lemma 4.10 implies that none ofℓ, x, or the reverse ofℓ or x are type II,r-structures.

Supposeℓ or its reverse is a type I,r-structure. Consider the case wherex is a type I,r-

structure. Thenx− is a tr-shift of x+. Let C be the configuration defined by(x, ℓ) with B11 =

x+ℓT
−

(see Remark 4.4). Remark 4.9 implies thatℓ+ is a(t′r − δ)-shift of ℓ− wheret′ ∈ [s − 1]

andδ ∈ {0, 1}. ThenC is as required in the statement of Lemma 4.6. Consider the case where

the reverse ofx is a type I,r-structure. Thenx+ is a tr-shift of x−. Let C be the configuration
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defined by(x, ℓ) with B11 = x−ℓT
+. Remark 4.9 implies thatℓ− is a (t′r − δ)-shift of ℓ+ where

t′ ∈ [s − 1] andδ ∈ {0, 1}. ThenC is as required in Lemma 4.6.

Thus one of the following holds: (1) neitherℓ nor its reverse is a type I,r-structure, (2) neither

x nor its reverse is a type I,r-structure. We will show that if (1) holds thenA = Cr +Σ(C) where

C is a basic configuration. If (2) holds, then, using the same argument (applied toAT instead of

A, x instead ofℓ, andℓ instead ofx) we also obtain thatAT = Cr + Σ(C′) whereC′ is basic. But

then Lemma 4.13 implies thatA = Cr + Σ(C) whereC is basic. Thus Theorem 4.1 holds forA

and so does the weaker Lemma 4.6.

Hence it suffices to consider that (1) holds. Thusℓ or its reverse is a type III,r-structure. We

can assume we are in the former case, for if we are in the latterone, it suffices to consider−ℓ and

−x instead ofℓ andx. Lemma 4.12 implies that(x, ℓ) defines a twin-C4 of order|y+|. Let (P, Q)

define the standard(Ds, Cs)-isomorphism. Remarks 4.2 and 4.3 imply thatPBQ = Cs + ỹũT .

Claim. ỹ+ is not an interval of cardinality≤ s − 1.

Proof. Lemma 4.5 implies thaty+ is special, i.e. there exists an indexδ such thatδ, δ+r−1 ∈ y+.

We havẽy = ΦPy whereP (i, (i− 1)r + 1) = 1 for all indicesi or equivalentlyP (si, i) = 1 for

all indicesi. As δ, δ + r − 1 ∈ y+, Py contains elements,sδ, sδ + sr − s = sδ − s + 1. Thus the

smallest interval containing̃y+ has cardinality at leasts. 3

Lemma 4.5 applied toPBQ and its transpose implies thatỹ, ũ ares-structures or their re-

verse (note the reverse of a type IIIs-structure is equal to the inverse of a type IIIs-structure).

Lemma 4.10 implies that̃y is not of type II. Because of the claim,ỹ is not of type I either. Hence

ỹ is of type III and Lemma 4.12 implies that(ũ, ỹ) define a twin-C4 of (PBQ)T . In particu-

lar |ỹ+| = |y+| = 2. Hence(x, ℓ) is a twin-C4 of order 2. Then Remark 4.11 completes the

proof. �

4.4. Block configurations in the dual. The goal of this section is to prove the following result.
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Lemma 4.14.SupposeA = Cr +Σ(C) whereC is a configuration(i, j, nR, nC , tr, t′r−δ) where

t, t′ ∈ [s − 1] and δ ∈ {0, 1}. Let (P, Q) define the standard(Ds, Cs)-isomorphism. Then

PBQ = Cs + Σ(C′) whereC′ has the following parameters:

(1) If Φ = +1 andδ = 0 thenC′ = (̃, ı̃, t′, t, nCs, nRs),

(2) If Φ = −1 andδ = 0 thenC′ = (̃, ı̃ + nRs, t′, t, nCs, (r − nR)s − 1),

(3) If Φ = +1 andδ = 1 thenC′ = (̃ − (s − t′), ı̃ + nRs, s − t′, t, nCs, (r − nR)s − 1),

(4) If Φ = −1 andδ = 1 thenC′ = (̃ − (s − t′), ı̃, s − t′, t, nCs, nRs),

whereı̃ = (i − 1)s + 1 and ̃ = (j − 1)s + 1.

We will need a number of preliminary results.

Lemma 4.15. Suppose(P, Q) defines the standard(Ds, Cs)-isomorphism. Letv be an(a, b)-

interval and|v| ≤ r − 1. Let ã = (a − 1)s + 1 and letb̃ = bs. Then

(1) PDsv is an(ã, b̃)-interval,

(2) QT DT
s v is an(ã, b̃)-interval.

Proof. Consider part (1). NotePDsQ = Cs, thusPDs = CsQ
T which implies thatPDsv =

CsQ
T v. SinceQ(i, si) = 1, coli(CsQ

T ) = colsi(Cs). ThusCsQ
T v =

∑
i∈v colsi(Cs). Note

colsi(Cs) = [(i− 1)s+ 1, is]. Thus for any indexi, colsi(Cs)∩ cols(i+1)(Cs) = ∅ andcolsi(Cs)∪

cols(i+1)(Cs) forms an interval. It follows thatCsQ
T v is the required interval.

Consider part (2). NoteQT DT
s P T = CT

s , thusQT DT
s = CT

s P which implies thatQT DT
s v =

CT
s Pv. SinceP (i, (i−1)r+1) = 1 we have thatP (is, i−1+s) = 1 andP ((i−1)s+1, i) = 1 for

all indicesi. Hencerowi(C
T
s P ) = row(i−1)s+1(Cs) = [(i − 1) + 1, is] andQT DT

s v = CT
s Pv =

∑
i∈v row(i−1)s+1(Cs). Proceed now as in part (1). �

Lemma 4.16.Let t, ∆ ∈ [s− 1] anda ∈ [n] and letδ ∈ {0, 1}. Supposeℓ+ is an(a, a+∆− 1)-

interval andℓ− is a (tr − δ)-shift ofℓ+. Definey by ℓ = CT
r y and letã = (a − 1)s + 1.
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(1) If δ = 0 then(Py)+ = [ã, ã + t − 1] and(Py)− is a∆s-shift of(Py)+.

(2) If δ = 1 then(Py)− = [ã − (s + t), ã − 1] and(Py)+ is a∆s-shift of(Py)−.

(3) Statement (1) remains true if we replaceℓ byx′, y byu′ andPy byQT u′ wherex′ = Cru
′.

Proof. Consider part (1). We haveℓ = CT
r y. Thusy = C−T

r ℓ = (Ds −
1
r
E)ℓ = Dsℓ where

the last equality follows from the fact thatℓ is 0-regular. DefineP = PDsℓ+ andN = PDsℓ−.

Sinceℓ = ℓ+ − ℓ− it follows thatPy = PDsℓ+ − PDsℓ− = P − N . Applying Lemma 4.15(1)

we obtain thatP = [ã, b̃] whereã = (a− 1)s+1 andb̃ = (a+∆− 1)s = ã +∆s− 1. Applying

Lemma 4.15(1) we also obtain thatN = [ã′, b̃′] whereã′ = (a + tr − 1)s + 1 = ã + trs = ã + t

and b̃′ = (a + ∆ − 1 + tr)s = b̃ + t = (ã + ∆s − 1) + t. Hence,N is a t-shift of P.

Sincet < s, ∅ 6= P ∩ N = [ã + t, b̃]. It follows that (Py)+ = P − N = [ã, ã + t − 1] and

(Py)− = N − P = [̃b + 1, b̃ + t] = [ã + ∆s, ã + ∆s + t − 1]. Hence (1) holds.

Consider case (2). We defineP andN in the same manner as in case (1). Applying Lemma 4.15(1)

to P we obtain that (as in case (1))P = [ã, b̃] whereb̃ = ã + ∆s − 1. Applying Lemma 4.15(1)

to N we obtain thatN = [ã′, b̃′] where ã′ = (a + tr − 1 − 1)s + 1 = ã + t − s and

b̃′ = (a + ∆ − 1 + tr − 1)s = ã + ∆s − 1 − (s − t) = b̃ − (s − t). ThusN is a(t − s)-shift of

P. As t ≤ s, P ∩ N = [ã, b̃ − (s − t)]. It follows that(Py)− = N \ P = [ã − (s − t), ã − 1]

and(Py)+ = P \ N = [ã − (s − t), ã − 1] and(Py)+ = P \ N = [̃b − (s − t) + 1, b̃] =

[ã + ∆s − (s − t), ã + ∆s − 1]. This proves (2).

Consider case (3). We havex′ = Cru
′, thusu′ = C−1

r x′ = (DT
s − 1

r
E)x′ = DT

s x′. Define

P = QT DT
s x′

+ andN = QT DT
s x′

−
. Sincex′ = x′

+ − x′

−
it follows thatQT u′ = QT DT

s x′

+ −

QT DT
s x′

−
= P −N . Using Lemma 4.15(2) we obtain thatP,N are the same intervals that as in

part (1). The proof now proceeds in the same way. �

We are now ready for the main result of this section.
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Proof of Lemma 4.14.We haveC = (i, j, nR, nC , tr, t′r − δ) andΣ(C) = xℓT for somex, ℓ ∈

{0,±1}n. We can choosex, ℓ such thatx− = [i, i + nR − 1], x+ is a tr-shift of x−; ℓ+ =

[j, j + nC − 1], ℓ− is a (t′r − δ)-shift of ℓ+. Recall thatΣ(C′) = ỹũT whereỹ = ΦPy and

ũ = QT u. Let x′ = −x andu′ = −u. Sincex = Cru, x′ = Cru
′. Lemma 4.16(3) implies that

(QT u′)+ = ũ− = [̃ı, ı̃ + t − 1] and(QT u′)− = ũ+ is anRs-shift of u− whereı̃ = (i − 1)s + 1.

Consider part (1), i.eΦ = 1, δ = 0. Then the relatioñy = Py and Lemma 4.16(1) imply that

ỹ+ = (Py)+ = [̃, ̃ + t′ − 1] and ỹ− = (Py)− is anCs-shift of ỹ+, where̃ = (j − 1)s + 1.

Let C′ be the configuration defined by(ỹ, ũ) with B′

11 = ỹ+ũT
−

(see Remark 4.4). The first two

parameters ofC′ are given by the cornerpB′

11 = (̃, ı̃) and each of the blocks havet′ rows andt

columns.

Consider part (2), i.e.Φ = −1 andδ = 0. Thenỹ = −Py and Lemma 4.16(1) implies that

ỹ− = (Py)− = [̃, ̃ + t′ − 1] andỹ+ = (Py)− is annCs-shift of ỹ− (and̃ is as above). LetC′ be

the configuration defined by(ỹ, ũ) with B′

11 = ỹ−ũT
+. The first two parameters ofC′ are given by

the cornerpB′

11 = (̃, ı̃ + nRs) and each of the blocks havet′ rows andt columns. Sincẽu+ is an

nRs-shift of ũ−, Remark 4.9 implies that̃u− is an((r − nR)s − 1)-shift of ũ+.

Consider part (3), i.e.Φ = 1 andδ = 1. Then ỹ = Py and Lemma 4.16(2) implies that

ỹ− = (Py)− = [̃ − (s − t′), ̃ − 1] and ỹ+ = (Py)+ is annCs-shift of ỹ−. Let C′ be the

configuration defined by(ỹ, ũ) with B′

11 = ỹ−ũT
+. Note thatpB′

11 = (̃− (s− t′), ı̃+nRs) and that

the blocks haves − t′ rows andt columns. Sincẽu+ is annRs-shift of ũ−, Remark 4.9 implies

thatũ− is an((r − nR)s − 1)-shift of ũ+.

Consider part (4), i.e.Φ = −1 and δ = 1. Then ỹ = −Py and Lemma 4.16(2) implies

that ỹ+ = (Py)− = [̃ − (s − t′), ̃ − 1] and ỹ− = (Py)+ is annCs-shift of ỹ+. Let C′ be the

configuration defined by(ỹ, ũ) with B′

11 = ỹ+ũT
−

. Note thatpB11 = (̃− (s− t′), ı̃) and the blocks

haves − t′ rows andt columns. �
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4.5. Case analysis.Lemma 4.6 implies (after possibly a simple isomorphism) that A = Cr +

Σ(C) whereC is a configuration(1, b, nR, nC , tr, t′r − δ) whereb is an index,nR, nC ∈ [r −

1], t, t′ ∈ [s − 1] andδ ∈ {0, 1}. Let B11, B12, B21, B22 denote the blocks ofC. The variables

b, nR, nC , t, t′ andδ are used throughout the remainder of this section.

Lemma 4.17.We may assumet = t′.

Proof. NotepB22 = (1+tr, b+t′r−δ). Thusb+t′r−δ ∈ row1+tr(Cr) i.e. there existsq ∈ [0, r−1]

such thatb + t′r − δ = 1 + tr + q, i.e r(t′ − t) = q − b + δ + 1. As b ≤ r, q − b + δ + 1 > −r;

hencet′− t ≥ 0. Supposet′− t ≥ 1. Thenq− b+ δ +1 is a multiple ofr, but asq ≤ r−1, b ≥ 1

andδ ≤ 1 we must haveq = r − 1, b = δ = 1. As pB11 = (1, b) = (1, 1), nR = 1 and as

pB22 = (1 + tr, (t + 1)r), nC = 1. ThusC = (1, 1, 1, 1, tr, (t + 1)r − 1), i.e. it is a simple-C4.

We are then done by Remark 4.11. �

Thus throughout the remainder of the sectiont = t′.

Lemma 4.18. If δ = 0 thenval(B11) = val(B22) andval(B11) 6= 1.

Proof. SinceB11 ⊆ Cr, B11 ∩ Ds ⊆ {Bq

11,xB11}. Similarly, B22 ∩ Ds ⊆ {Bq

22,xB22}. Since

t = t′ and δ = ∅, Bq

11 ∩ Ds 6= ∅ if and only if Bq

22 ∩ Ds 6= ∅ and xB11 ∩ Ds 6= ∅ if and

only if xB22 6= ∅. It follows that val(B11) = val(B22). Supposeval(B11) = val(B22) = 1.

AssumeBq

11 ∈ Ds as the casexB11 ∈ Ds can be dealt with similarly. ThenBq

22 ∈ Ds. Since

δ = 0, B12 is a horizontal translation ofB11, hence Remark 4.8 implies thatval(B11) = val(B12).

B22 \Bq

22 is a horizontal translation ofB21 \Bq

21, hence Remark 4.8 implies thatval(B21 \Bq

21) =

val(B22 \ Bq

22). Moreover,Bq

21 6∈ Ds andBq

22 ∈ Ds. It follows thatval(B21) − val(B22) = −1.

Hence− val(B11) + val(B12) + val(B21) − val(B22) = −1, contradicting Remark 4.7. �



32 GÉRARD CORNÚEJOLS, BERTRAND GUENIN, LEVENT TUNÇEL

Lemma 4.19.Let(P, Q) define the standard(Cs, Ds)-isomorphism. (1) SupposeA = Cr +Σ(C)

whereC is basic, thenPBQ = Cs + Σ(C′) whereC′ is basic. (2) SupposePBQ = Cs + Σ(C′)

whereC′ is basic thenA = Cr + Σ(C) whereC is basic.

Proof. Since we can interchange the roles ofA andPBQ it suffices to prove (1).B21 \ Bq

21 is

a vertical translation ofB11 \ Bq

11. Remark 4.8 implies thatval(B11 \ Bq

11) = val(B21 \ Bq

21).

Moreover,Bq

11 ∈ Ds; but Bq

21 6∈ Ds. Thus,val(B11) = val(B21) + 1. Similarly, we prove

that val(B22) = val(B12) + 1. Hence− val(B11) + val(B12) + val(B21) − val(B22) = −2.

Remark 4.7 implies thatxT y = −2 hence (Remark 4.3)Φ = +1. Thus, we are in case (3)

of Lemma 4.14 withi = 1 and j = 1 + nR. Then ı̃ = 1 and ̃ = nRs + 1. ThusC′ =

(nRs + 1 − (s − t), nRs + 1, s − t, t, (r − nR)s, (r − nR)s − 1). After a simple isomorphism,

mapping rownRs+1−(s−t) to 1, we haveC′ = (1, (s−t)+1, s−t, t, (r−nR)s, (r−nR)s−1).

Definen′

R = s−t andq = r−nR, thenC′ = (1, 1+n′

R, n′

R, s−n′

R, qs, qs−1) which is basic. �

We can now prove the main theorem of this section.

Proof of Theorem 4.1:The ”if” part of the statement follows from Lemma 4.19. LetC′ be the

configuration obtained fromC = (i, j, nR, nC , tr, t′r − δ) in Lemma 4.14 wherei = 1 (we will

consider each of the 4 cases of the lemma separately). Note,ı̃ = 1. Denote byB11, B12, B21, B22

the blocks corresponding toC.

Case 1.Φ = 1 andδ = 0.

Then C′ = (̃, 1, t, t, nCs, nRs). By applying Lemma 4.17 toPBQ instead ofA we obtain

that nC = nR. Supposeval(B11) = val(B22) = 0. ThenB12 is a horizontal translation of

B11 andB22 is a horizontal translation ofB21. Remark 4.8 implies thatval(B11) = val(B12) and

val(B21) = val(B22). Then− val(B11)+val(B12)+val(B21)−val(B22) = 0. Remark 4.7 implies

thatxT y = 0. Remark 4.3 implies thatΦ = −1, a contradiction. Lemma 4.18 impliesval(B11) =
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val(B22) 6= 1. Henceval(B11) = val(B22) ≥ 2. Thusval(B11) = 2 and{xB11, B
q

11} ⊆ Ds. It

follows thatnC = nR = r+1
2

and thatr is odd. Sincei = 1 we must havej = r − nC + 1 = r+1
2

.

It follows that ̃ = ( r−1
2

)s + 1 = 1
2
(n + 1− s) + 1. We must have(̃ı, ̃) ∈ Cs thus̃ ∈ col1(Cs) =

{n − s + 2, . . . , n} ∪ {1}, i.e. 1
2
(n + 1 − s) + 1 ≥ n − s + 2, which implies1 ≥ n − s + 2, a

contradiction.

Case 2.Φ = −1 andδ = 0.

ThenC′ = (̃, 1 + nRs, t, t, nCs, (r − nR)s − 1). By applying Lemma 4.17 toPBQ instead

of A we obtain thatnC = r − nR. It follows that exactly one ofxB11, B
q

11 is in Ds, i.e. that

val(B11) = 1. But this contradicts Lemma 4.18.

Case 3.Φ = 1 andδ = 1.

ThenC′ = (̃− (s− t), 1+nRs, s− t, t, nCs, (r−nR)s− 1). By applying Lemma 4.17 toPBQ

instead ofA we obtain thatnC = r−nR. Then exactly one ofxB11, B
q

11 is in Ds. By Lemma 4.18

exactly one ofxB22, B
q

22 is in Ds. Moreover, sinceδ = 1, we must haveBq

11 ∈ Ds andxB22 ∈ Ds.

Sincei = 1, j = r−nC+1 = r−(r−nR)+1 = nR+1. ThusC = (1, nR+1, nR, r−nR, tr, tr−1),

i.e. it is a basic configuration.

Case 4.Φ = −1 andδ = 1.

ThenC′ = (̃− (s− t), 1, s− t, t, nCs, nRs). By applying Lemma 4.17 toPBQ instead ofA we

obtain thatnC = nR. Since forC′ the last parameter isnRs and notnRs − 1, C′ is of the same

form of C as in either case 1 or case 2 (the two cases withδ = 0). But we excluded these cases

already. �

5. HIGHER LEVEL MATRICES

In this section, we address the following questions:
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• Are there simple composition techniques for constructing high level thin Lehman matri-

ces from low level thin Lehman matrices?

• Are there thin Lehman matrices of arbitrarily high level?

5.1. Compositions. We describe ways of composing Lehman matrices to obtain morecompli-

cated, potentially higher level, Lehman matrices.

Proposition 5.1. Let A, B ∈ Mn(B), ΣA, ΣA′, ΣB, ΣB′ ∈ Mn({0,±1}) such that(A, B), (A +

ΣA, B+ΣB), (A+ΣA′, B+ΣB′) are all Lehman pairs andA+ΣA+ΣA′ , B+ΣB+ΣB′ ∈ Mn(B).

Then(A + ΣA + ΣA′ , B + ΣB + ΣB′) is a Lehman pair iff

ΣAΣT
B′ + ΣA′ΣT

B = 0.

Proof. Since(A, B), (A + ΣA, B + ΣB), (A + ΣA′ , B + ΣB′) are all Lehman pairs, we have

AΣT
B + ΣA(B + ΣB)T = 0 andAΣT

B′ + ΣA′(B + ΣB′)T = 0.

Using these two matrix equations and the fact thatABT = E + I, we find that

(A + ΣA + ΣA′)(B + ΣB + ΣB′)T = (E + I) + ΣAΣT
B′ + ΣA′ΣT

B.

Therefore,(A + ΣA + ΣA′ , B + ΣB + ΣB′) is a Lehman pair iffΣAΣT
B′ + ΣA′ΣT

B = 0, as

desired. �

Corollary 5.2. Let A, B ∈ Mn(B), ΣA, ΣA′ , ΣB, ΣB′ ∈ Mn({0,±1}) such that(A, B), (A +

ΣA, B + ΣB), (A + ΣA′, B + ΣB′) are all Lehman pairs andsupp(ΣA)
⋂

supp(ΣA′) = ∅,

supp(ΣB)
⋂

supp(ΣB′) = ∅. Then(A + ΣA + ΣA′ , B + ΣB + ΣB′) is a Lehman pair iff

ΣAΣT
B′ + ΣA′ΣT

B = 0.
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Proof. Since,ΣA andΣA′ have disjoint support,(A+ΣA+ΣA′) ∈ Mn(B) follows. Similarly,ΣB

andΣB′ have disjoint support implies(B +ΣB +ΣB′) ∈ Mn(B). Now, we can apply Proposition

5.1. �

5.2. Long cycles. In some sense, the simplest level-1 update is the one given bya configuration

in which all blocks are1× 1. (Seesimple-C4 in Section 4.) There is a nice generalization of this

simple combinatorial structure to an arbitrary level. We call the general structure2δ-cycle, for

δ ∈ {2, 3, . . . , s− 1}. We define the underlying update by describing the primal perturbationΣA

and the dual perturbationΣB.

The nonzero entries ofΣA are given as follows:

(ΣA)11 := −1; (ΣA)(δ−1)r+1,1 := 1;

(ΣA)kr+1,(k+1)r := −1, (ΣA)(k−1)r+1,(k+1)r := 1 ∀k ∈ {1, 2, . . . , δ − 1}.

All nonzero entries ofΣB are in the following 2-by-2 block structure:

ℓr ℓr + 1
kr −1 +1

kr + 1 +1 −1
for all 1 ≤ ℓ < k ≤ δ such that(ℓ + k) is odd.

We denote the above matrices byΣA(δ) andΣB(δ).

Proposition 5.3. Let r ≥ 2, s ≥ 2 be arbitrary integers and letn := rs − 1. Then for every

δ ∈ {2, 3, . . . , s − 1}, A := Cr + ΣA(δ) andB := Ds + ΣB(δ) make a thin Lehman pair.

Proof. It is easy to verify thatA, B ∈ Mn(B). To verify thatABT = E + I, it suffices to check

the matrix equation

Cr [ΣB(δ)]T + ΣA(δ)DT
s + ΣA(δ) [ΣB(δ)]T = 0.
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It is easily seen that (restricted to their nonzero rows and columns),

Cr [ΣB(δ)]T =

2r 2r + 1 3r 3r + 1 4r 4r + 1 · · · δr δr + 1
1 −1 1 0 0 −1 1 · · · 0 0

r + 1 1 −1 −1 1 1 −1 · · · −1 1
2r + 1 0 0 1 −1 −1 1 · · · 1 −1
3r + 1 0 0 0 0 1 −1 · · · −1 1

...
...

...
...

...
...

...
.. .

...
...

(δ − 1)r + 1 0 0 0 0 0 0 · · · 1 −1

ΣA(δ)DT
s =

2r 2r + 1 3r 3r + 1 4r 4r + 1 · · · δr δr + 1
1 1 −1 1 −1 1 −1 · · · 1 −1

r + 1 −1 1 0 0 0 0 · · · 0 0
2r + 1 0 0 −1 1 0 0 · · · 0 0
3r + 1 0 0 0 0 −1 1 · · · 0 0

...
...

...
...

...
...

...
. . .

...
...

(δ − 1)r + 1 0 0 0 0 0 0 · · · −1 1

ΣA(δ) [ΣB(δ)]T =

3r 3r + 1 4r 4r + 1 5r 5r + 1 · · · δr δr + 1
1 −1 1 0 0 −1 1 · · · −1 1

r + 1 1 −1 −1 1 1 −1 · · · 1 −1
2r + 1 0 0 1 −1 −1 1 · · · −1 1
3r + 1 0 0 0 0 1 −1 · · · 1 −1

...
...

...
...

...
...

...
. . .

...
...

(δ − 1)r + 1 0 0 0 0 0 0 · · · 0 0

where we illustrated the last two columns and the last rows ofthe matrices forδ odd. Therefore,

ABT = E + I and(A, B) is a thin Lehman pair. �

What is the level of the thin Lehman matrixCr + ΣA(δ) defined above? A likely answer is

δ − 1 but we could not prove it. It is easy to see that the level ofCr + ΣA(δ) is at mostδ − 1:

IndeedΣA(δ) hasδ nonzero rows (and columns). When restricted to its support,this matrix is the

node-arc incidence matrix of a circuit onδ nodes. Therefore,rank(ΣA(δ)) = δ − 1. Hence, the

level ofA is at most(δ− 1). Note that the highest possible level ofCr +ΣA(δ) is max{r, s}− 2.

Proving lower bounds is much harder. In the next section, we give a lower bounding technique.

Note however that the resulting lower bounds are typically not tight.



LEHMAN MATRICES 37

5.3. Lower bounding the level of thin Lehman matrices. Let A ∈ Mn(B) be r-regular for

somer ≥ 2. We define the simple undirected graphGA := (V (GA), E(GA)) by

• V (GA) := {i : i is a row ofA},

• ij ∈ E(GA) iff |rowi(A) ∩ rowj(A)| = r − 1.

Then, the maximum degree of any node inGA is at most 2. Thus,GA can be partitioned into

vertex-disjoint paths calledsegments. We denote bysegment(A) the number of segments ofGA.

This parameter is invariant under the isomorphisms ofA.

Remark 5.4. Let A be as above and letP andQ ben × n permutation matrices. Then

segment(A) = segment(PAQ).

Lemma 5.5. Let A, P, andQ be as above. DefineΣ := PAQ − Cr, t := rank(Σ). ThenΣ has

at most2tr non-zero rows.

Proof. Suppose for a contradiction thatΣ has more than2tr non-zero rows. LetS be a minimal

set of columns ofΣ such that the union of their supports covers all non-zero rows ofΣ.

Claim 1. |S| ≥ t + 1.

Proof. By definition, the number of “−1”s as well as the number of “+1”s in each column ofΣ

is at mostr. So,

|supp [colj(Σ)]| ≤ 2r, for all j.

Thus,|S| ≥ t + 1 as desired. 3

Claim 2. colj(Σ) for j ∈ S are linearly independent.

Proof. For every columnj ∈ S, the minimality ofS implies that there exists a rowi(j) that

is covered by columnj only. Consider the submatrix ofΣ indexed by the column-row pairs

(j, i(j)). This submatrix is the|S| × |S| identity matrix. 3
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We haverank(Σ) ≥ |S| ≥ t + 1 (where the first inequality uses Claim 2 and the second uses

Claim 1), a contradiction. �

Lemma 5.6. LetΣ ∈ Mn({0,±1}) be0-regular withq non-zero rows. ThenCr + Σ has at most

2q segments.

Proof. Note thatGCr
is then-circuit. The next elementary observation is all we need.

Claim 1. Let A ∈ Mn(B) ber-regular. Also letℓ ∈ {0,±1}n be0-regular. Letei denote theith

unit vector. Then the only edges inGA possibly not inGA+eiℓT are incident to vertexi.

We apply the above claim repeatedly, starting withGCr
. There are at most2q edges ofGCr

that are not inGCr+Σ. Since the edges ofGCr+Σ that are not inGCr
can only decrease the total

number of segments,GCr+Σ has at most2q segments. �

Proposition 5.7. LetA ∈ Mn(B) be a thin Lehman matrix that isr-regular. Then

level(A) ≥
segment(A)

4r
.

Proof. Let t := level(A). Then, there existn × n permutation matricesP , Q such thatΣ :=

PAQ − Cr ∈ Mn({0,±1}) is 0-regular and has rankt. Now, Lemma 5.5 implies thatΣ has at

most2tr non-zero rows. Lemma 5.6 implies that

segment(PAQ) ≤ 4tr.

Using Remark 5.4 we concludet ≥ segment(A)/(4r). �

Theorem 5.8.There exist thin Lehman matrices of arbitrarily high level.

Proof. We letr := 3 and for large integerss, setn := rs − 1. We defineA from Cr by applying

the configurations

(1, 2, 1, 1, 3, 3), (6, 7, 1, 1, 3, 3), (11, 12, 1, 1, 3, 3), (16, 17, 1, 1, 3, 3), · · ·
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It is easy to verify thatA is a Lehman matrix. Indeed the dual ofA is defined fromDs by applying

the configurations

(2, 3, 1, 1, 1, 1), (7, 8, 1, 1, 1, 1), (12, 13, 1, 1, 1, 1), (17, 18, 1, 1, 1, 1), · · ·

as can be checked by multiplying these two matrices. Consider those integersn satisfying the

above condition andn = 5k, for some integerk ≥ 4. Thensegment(A) ≥ 2k. Using Proposition

5.7, we conclude that

level(A) ≥
n

30
.

Therefore,level(A) = Ω(n) for this construction. �

Remark 5.9. Consider the long cycle construction. LetA be as defined in Proposition 5.3. It

is easy to check that a2δ-cycle createsδ segments, the largest valueδ can take iss − 1. Thus,

Proposition 5.7 implies

level(A) ≥
s − 1

4r
,

for the largest value ofδ. If r = 3, then3s = n + 1 and the long cycle construction also yields a

proof of Theorem 5.8:

level(A) ≥
n − 2

36
.

6. FAT MATRICES

6.1. Examples.

F7 =




1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1

1 1 1




P10 =




1 1 1
1 1 1
1 1 1

1 1 1
1 1 1
1 1 1

1 1 1
1 1 1

1 1 1
1 1 1




(5)
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MatricesF7 andP10 are fat Lehman matrices. MatrixF7 is the point-line incidence matrix

of the Fano plane.F7 is self-dual, thusk = 2 in (1). Matrix P10 is the matrix whose columns

correspond to the edges ofK5 and whose rows are the incidence vectors of the triangles of

K5. Equivalently,P10 can be viewed as the vertex-vertex incidence matrix of the Petersen graph

(hence the notation).P10, P10 + I form a Lehman pair, thusk = 2 in (1).

6.2. Determinant.

Remark 6.1. In this sectionEn denotes then × n matrix of 1s. Forn ≥ 2 andk ≥ 1, the

matrixEn + kIn has two distinct eigenvalues, namelyk with multiplicity n − 1, andn + k with

multiplicity 1. In particular,

det(En + kIn) = kn−1(n + k).

Proof. Since(En+kIn)−kIn = En and there aren−1 linearly independent vectors inNull{en},

the multiplicity ofk is at leastn− 1. Vectoren is the eigenvector for the eigenvaluen + k. Since

the total multiplicity is at mostn, the result about eigenvalues follows. Finally, the determinant

is the product of the eigenvalues. �

As an example, considerF7 in (5). Thenn = 7 and sinceF7 is self-dual,k = 2. Hence

det(E7 + 2I7) = 9 × 26 and det(F7) = 3 × 23.

Remark 6.2. Let A be anr-regular Lehman matrix.

(i) If A is thin, then|det(A)| = r,

(ii) If A is self-dual, then|det(A)| = (r − 1)
r(r−1)

2 r.

Proof. (i) By Theorem 2.1, the dual ofA is ans-regular matrixB such thatrs = n + 1. Re-

mark 6.1 implies thatdet(En + In) = n + 1 = rs. Thusdet(A) det(B) = det(En + In) = rs.
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SinceA is anr-regular nonsingular integral matrix, it follows that its determinant is a nonzero

integer multiple ofr. Thus|det(A)| ≥ r and similarly|det(B)| ≥ s, and the result follows.

(ii) SinceA is self-dual,k = r − 1. By Theorem 2.1,r2 = n + r − 1. Remark 6.1 implies that

det(A)2 = det(En + (r − 1)In) = (r − 1)r(r−1)r2. The result follows. �

Recall that|det(A)| equals the volume of the parallelopiped defined by the columns ofA (viewed

as vectors ofRn). This justifies our terminology ofthin Lehman matrix (the parallelopiped

formed by its columns has the smallest possible volume amongall nonsingularr-regular matrices

in Mn(B)). By contrast,fat Lehman matrices give rise to parallelopipeds with larger volumes,

the extreme case being that of nondegenerate finite projective planes.

6.3. Lehman matrices from projective planes. A projective planeconsists of points and lines

such that any two distinct points belong to exactly one line,and any two distinct lines intersect in

exactly one point. A projective plane isdegenerateif at least three of any four points belong to

the same line. It can be shown that all the lines of a nondegenerate finite projective plane have the

same number of points. Therefore, point-line incidence matricesA ∈ Mn(B) of nondegenerate

finite projective planes are exactly the solutions of the equationAAT = E + kI, i.e. they are

the self-dual Lehman matrices. We review known results about these matrices. First note that

Theorem 2.1 implies thatn = k2 +k+1. The integerk is called theorderof the projective plane.

Not all ordersk are possible, as proved by Bruck and Ryser [2] in the following theorem.

Theorem 6.3. If k = 1, 2 (mod 4) andy2 + z2 = k has no solution in integers, then there is no

projective plane of orderk.

For example, this implies that there are no projective planes of orders 6 and 14. What is

the idea of the proof of the Bruck-Ryser theorem? Observe that E + kI is a positive definite

matrix. Therefore it always has a decompositionAAT = E + kI. Bruck and Ryser [2] address

the question of whether there exists such a decomposition whereA hasrational entries. (When
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n = 1, this question reduces to: When does there exist a rational numbera such thata2 = 1+k?)

By clever arguments, Bruck and Ryser massage the quadratic form xT AAT x = xT (E + kI)x

(which has nonzero rational solutions) until they eventually reduce it toy2 + z2 = k in integers.

Does this line of proof carry over to the general Lehman equation ABT = E + kI, i.e. can

we use the fact thatA andB have rational entries to exclude certain values ofk? Unfortunately

not: For any nonsingular rational matrixA, we can setBT = A−1(E + kI) which is also ratio-

nal. In order to prove the nonexistence of Lehman matrices for certain values ofk, one needs

combinatorial arguments using the fact thatA, B are 0,1 matrices.

The following table gives the number of projective planes for small ordersk.

k 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Number 1 1 1 1 0 1 1 4 0 ≥ 1 ? ≥ 1 0 ? ≥ 22

Next we describe an infinite family of projective planes denoted by PG(2, k). Let V be a

3-dimensional vector space over a finite field withk elements. The points of PG(2, k) are the

1-dimensional subspaces ofV and its lines are the 2-dimensional subspaces ofV . Then PG(2, k)

is a projective plane of orderk. For example, whenk = 2 we get the Fano planeF7.

This construction implies that a projective plane of orderk exists wheneverk is a prime power,

since there always exists a finite field withk elements in this case. Interestingly, all known

examples of finite projective planes have an order which is a prime power.

6.4. Nearly self-dual Lehman matrices. We callnearly self-duala Lehman matrixA with the

following properties:

(i) A = AT and

(ii) the dual ofA is A + I.

Theorem 6.4.LetA be a nearly self-dual Lehman matrix which isr-regular. Thenr = 2, 3, 7 or 57.
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Proof. SinceA + I is a 0,1 matrix, the entries in the diagonal ofA are all equal to 0. Since

A = AT , the matrixA is the vertex-vertex incidence matrix of a graphG. SinceA is r-regular,

G is r-regular.

Claim 1. The graphG has girth at least 5.

Proof. Suppose otherwise. ThenG contains a triangle with verticesi, j, k or a 4-cycle with

verticesi, k, j, l in that order. In both cases, the scalar product〈rowi(A), rowj(A + I)〉 ≥ 2. But

this contradicts Lehman’s equation, which implies〈rowi(A), rowj(A + I)〉 = 1 for i 6= j. 3

An (r, g)-cage is a graph that (i) isr-regular, (ii) has girth at leastg, and has the smallest

possible number of vertices among all graphs satisfying (i)and (ii).

Claim 2. The graphG is an(r, 5)-cage with1 + r2 vertices.

Proof. Consider anyr-regular graphH with girth at least 5, and letv be a vertex ofH. Vertex

v hasr neighborsv1, . . . , vr and each of these verticesvi hasr − 1 neighbors distinct fromv.

Furthermore, all these vertices are distinct sinceH contains no 4-cycle. Therefore,H has at least

1 + r + r(r − 1) = 1 + r2 vertices.

SinceA, AI is a Lehman pair, it follows from Theorem 2.1 (ii) thatr(r +1) = n+(r− 1), i.e.

the graphG hasn = 1 + r2 vertices. ThusG is an(r, 5)-cage. 3

A theorem of Hoffman and Singleton [6] states that, for any(r, 5)-cage,n ≥ 1+r2 and equality

holds if and only ifr ∈ {2, 3, 7, 57}. �

Hoffman and Singleton [6] show that there is a unique solution (up to isomorphism) for each

of the casesr = 2, 3, 7. The existence of a solution for the caser = 57 is unknown.

The caser = 2 (i.e. n = 5) is the circulantC5
2 .

The caser = 3 (i.e. n = 10) is the Petersen matrixP10 mentioned earlier.

The caser = 7 (i.e. n = 50) was constructed by Hoffman and Singleton [6].
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6.5. Fat Lehman matrices and minimally nonideal matrices. The point-line matrices of de-

generate finite projective planes are minimally nonideal. The cores of most other known mini-

mally nonideal matrices are thin Lehman matrices. We know only three exceptions:F7, P10 and

its dual. These three fat Lehman matrices play a central rolein Seymour’s conjecture about ideal

binary matrices [13]. A 0,1 matrix isbinary if the sum modulo 2 of any three of its rows is greater

than or equal to at least one row of the matrix. Seymour’s conjecture states that there are only

three minimally nonideal binary matrices (F7, OK5 whose columns are indexed by the edges of

K5 and whose rows are the characteristic vectors of the odd cycles ofK5, and its blocker): Their

cores areF7, P10 and its dual respectively.

7. OPEN PROBLEMS AND CONCLUDING REMARKS

The Lehman matrix equation (1) occurs prominently in the study of minimally nonideal ma-

trices. Bridges and Ryser [1] give basic properties of its solutions (Theorem 2.1). Two infinite

families of solutions are known: thin Lehman matrices and finite projective planes. In this paper,

we classify thin Lehman matrices according to their similarity to the circulant matricesCn
r : Level

t matrices are isomorphic toCn
r plus a rankt matrix. We were able to describe explicitly all level

1 matrices and we showed that levelt matrices can be described by a number of parameters that

only depends ont (independent ofn andr). We also gathered results from the literature that are

relevant to our understanding of fat Lehman matrices. Thereremain many open problems.

Question 1: Are there other infinite families of Lehman matrices beside thin matrices and

projective planes?

Question 2: Can Theorem 1.2 be strengthened as follows: IfA is a thin Lehman matrix of

level t, thenA can be described withO(t) parameters?

In particular, can every thinn × n matrix be described with onlyO(n) parameters?
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Question 3: Do all thin Lehman matrices have level at mostn
min(r,s)

?

Question 4: Is there a decomposition theorem stating that a thin Lehman matrix either is in

a well-described family (such as matrices with low level or long cycles) or has a decomposition

(such as presented in Section 5)?

Question 5: Is a thin Lehman matrix always the core of some minimally nonideal matrix?

Question 6: Is F7 the only nondegenerate finite projective plane whose point-line matrix is the

core of a minimally nonideal matrix? Beth Novick [12] answered this question positively when

“the core of” is removed from the statement.
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[3] G. Cornuéjols,Combinatorial Optimization, Packing and Covering, CBMS-NSF Regional conference series in

applied mathematics, SIAM, 2001.
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46 GÉRARD CORNÚEJOLS, BERTRAND GUENIN, LEVENT TUNÇEL
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