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1. Definable Groupoids and Functors

A category C is a certain 2-sorted structure with two sorts O and M
denoting objects and arrows or maps respectively. There are two maps
dom, cod : M → O representing domain and codomain of elements
in M . If dom(f) = a and cod(f) = b we write f : a → b. There
is a partial composition ◦ : M ×dom,cod M → M : (f, g) 7→ f ◦ g,
where M ×dom,cod M = {(f, g) ∈ M × M : dom(f) = cod(g)} and
an identity map Id : O → M satisfying the associativity and identity
axioms. We write ObC for the collection of objects of C and MorC
for the collection of all maps in C or simply O and M if the category
is clear. Also, MorC(a, b) will be the collection of maps with domain
a and codomain b and Ca = MorC(a, a). We write Ida for the identity
map on the object a. Sometimes we omit the ◦ symbol when writing
compositions, so f ◦ g is written as fg.

A groupoid G is a category with the property that for every f : a→ b
there is g : b → a such that f ◦ g = Idb and g ◦ f = Ida. Such a g
is unique and we denote it f−1. A groupoid is connected if each set
MorG(a, b) is not empty. We will work with connected groupoids.

Let T be a theory with a universal domain U. Let Def(U) be the cat-
egory whose objects are U-definable sets and U-definable maps between
them. Note that “definable” by itself will mean ∅-definable.

A definable groupoid G (in U) is intuitively a groupoid whose sets
of objects and morphisms are definable sets in U and the domain,
codomain, composition and identity maps are also definable. To be
precise, we need two definable sets O,M and four definable maps (that
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is, having definable graphs) dom, cod : M → O, ◦ : M×dom,codM →M
and Id : O → M . As well we need the groupoid axioms to hold for
these maps.

Note that in the above, the definability of M , dom and cod means
that M ×dom,cod M is definable.

By a definable family of definable subsets of some fixed sort, we
mean a collection of nonempty sets Sa indexed by some definable set I
of tuples a from U, and an L-formula φ(x, y) such that φ(a, y) defines
Sa. Each set Sa is then {a}-definable and the set S =

∐
a∈I{a}× Sa is

defined by (x ∈ I)∧φ(x, y). The projection π :
∐

a∈I{a}×Sa → I onto
the first coordinate is a definable map and the Sa’s are canonically and
definably isomorphic to the fibres, the {a} × Sa’s, of this map.

Conversely, if S and I are definable sets and π : S → I is a surjection
and its graph (after swapping positions)

{(b, a) : a ∈ I, b ∈ S, π(b) = a},

is defined by φ(x, y), then the fibre Sa over a ∈ I is defined by φ(a, y).
Thus definable families are just the fibres of a definable map. Note also
that if F = {Sa : a ∈ I} is a definable family of definable subsets then
there is a definable equivalence relation ∼ on S such that F is the set
of ∼-equivalence classes.

There are some definable families of definable sets at work in our
definition of a definable groupoid G:

(1) The family {Ga : a ∈ O} is a definable family of definable
subsets of M . Indeed if G ⊆M is defined by the formula

(f ∈M) ∧ (dom(f) = cod(f)),

then the Ga’s are the fibres of the definable map π : G → O :
f 7→ dom(f).

(2) There is the definable map + : G ×π G → G which is the
restriction of ◦ to G ×π G. This makes {Ga : a ∈ O} into a
definable family of definable groups.

(3) More generally we have the definable map dom × cod : M →
O×O. For each (a, b) ∈ O×O the fibre (dom× cod)−1(a, b) =
MorG(a, b) is {a, b}-definable. Each h ∈ MorG(a, b) induces an
{a, b, h}-definable isomorphism from Ga to Gb given by m 7→
hmh−1. Its graph is

{(m,n) : m ∈ Ga, n ∈ Gb, n = hmh−1}.

This gives us a definable family of definable isomorphisms among
the Ga’s.
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In this definition the objects of a definable groupoid are elements
of a definable set and the maps are also elements of a definable set.
We will see that indeed any definable groupoid can be represented in
such a way that its objects are in fact definable sets and the maps are
definable maps. First we need the notion of a definable functor, from
a definable groupoid G to Def(U).

Assume that G is a definable groupoid in U. A definable functor
F : G → Def(U) is a functor where

funXfunX (1.1) X =
∐
a∈O

{a} × F (a) = {(a, d) : a ∈ O, d ∈ F (a)},

and

Y = {(a, b, c, d, e) : a, b ∈ O, c ∈ MorG(a, b),funY (1.2)

d ∈ F (a), e ∈ F (b), F (c)(d) = e}(1.3)

= {{(a, b, c)} ×Graph(F (c)) : a, b ∈ O, c ∈ MorG(a, b)},(1.4)

are definable. Let’s unpack this definition. For a ∈ O we have F (a) ∈
ObDef(U) so F (a) is a U-definable set. If the functor is definable,
the set X is definable and then the projection π : X → O, on the
first coordinate is definable. Each F (a) is the fibre π−1(a) and is {a}-
definable, so the F (a)’s form a definable family of definable subsets.

If F : G → Def(U) is a definable functor, then by identifying the
elements of {F (Ga) : a ∈ O} (which are morphisms in Def(U)) with
their graphs, we get a definable family of definable groups such that
the natural action of F (Ga) on F (a) is definable. This follows from the
fact that Y in Equation 1.2 is definable.

Here is an example, for any definable groupoid G. Consider the
functor F taking a to Ga and f : a → b to F (f) : Ga → Gb : m 7→
f ◦m ◦ f−1. One sees this is indeed a functor. It is in fact a definable
functor. The set X is just

{(a, d) ∈ O ×M : dom(d) = cod(d) = a},

and the set Y is

{(a, b, c, d, e) ∈ O2 ×M3 : dom(c) = dom(d) = cod(d) = a,

cod(c) = dom(e) = cod(e) = b,

cdc−1 = e}.

Recall that a functor is faithful if whenever f, g : a→ b are maps and
F (f) = F (g) then f = g, that is, F induces an injection Mor(a, b) →
Mor(F (a), F (b)) for all objects a, b ∈ Ob(G). The functor in the above
example is faithful if all the Ga have trivial center, since if f, g : a→ b
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and fmf−1 = gmg−1 for all m ∈ Ga then (g−1f)m = m(g−1f)−1 for
all m ∈ Ga thus g−1f = Ida.

For any definable groupoid however, there is a faithful definable func-
tor into Def(U) as shown in [1]. Indeed one may take the functor δ
taking an object a ∈ O to the {a}-definable set

δ(a) = {g ∈M : dom(f) = a},
and taking a morphism f : a→ b to the morphism

δ(f) : δ(a)→ δ(b) : g 7→ gf−1.

A concrete definable category is a pair (G, δG) where G is a definable
category and δG : G → Def(U) is a faithful definable functor. By the
above paragraph, any definable groupoid can be made concrete with
the appropriate functor.

2. Two special cases

Let us now work out in detail [2, Example 1.1]. Let G be a definable
groupoid. Note that if F : G → Def(U) is a definable functor, each of
the sets F (a) are definably isomorphic over parameters, since G is con-
nected. However there is usually no canonical choice of isomorphisms.
The following examples consider cases where there is a canonical choice.

eg1 Example 2.1. Suppose each Ga is trivial. Then for each a, b ∈ O,
MorG(a, b) consists of a unique morphism. In this case if F : G →
Def(U) is a definable functor, one can interpret without parameters a
set S, definably isomorphic to each F (a).

Proof. If f, g ∈ MorG(a, b) then g−1f ∈ Ga and since it is trivial, g−1f =
Ida so f = g. Let F : G → Def(U) be a definable functor. The set S is
constructed as follows. Let

ES = {(a, b, a′, b′) ∈ X2 : ∃c ∈ MorG(a, a
′)F (c)(b) = b′},

and let S = X/ES where X is as in equation 1.1. One may check
that ES is in fact an equivalence relation. For example it is symmetric
because if there is a c ∈ MorG(a, a

′) with F (c)(b) = b′ then there is
automatically c−1 ∈ MorG(a

′, a) with F (c−1)(b′) = b by functorality.
The relation is definable since it is given by

∃c(a, a′, c, b, b′) ∈ Y,
where Y is the set described in equation 1.2.

We are taking the quotient of a definable set by a definable equiv-
alence relation and claiming it is definably isomorphic to each F (a).
The quotient is in Ueq but using the discussion in the appendix we can
pullback to U to witness this isomorphism.
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The definable set X = {(a, d) : a ∈ O, d ∈ F (a)} of equation 1.1 is a
subset of some Uk so extend ES to a definable equivalence relation on
Uk. This can be done by making all elements not in X to be equivalent.
Then we wish to show that X/ES is definably isomorphic to F (q) for
any fixed q ∈ O.

Consider the map r : X/ES → F (q) given by r([a, b]) = F (c)(b)
where c ∈ MorG(a, q) is the unique morphism from a to q. If (a, b) ∼
(a′, b′) then F (d)(b) = b′ for the unique d ∈ MorG(a, a

′). Thus if
c ∈ MorG(a, q) is the unique morphism from a to q, then cd−1 is the
unique morphism from a′ to q, so

r([a′, b′]) = F (cd−1)(b′) = F (c)F (d−1)(b′) = F (c)(b) = r([a, b]),

so r is well-defined as a function.
It can be checked that r is indeed a bijection. Now we check that the

function r ◦ fES
: X → F (q) is definable, albeit with parameters, since

F (q) is only definable with parameters. This suffices by Proposition
6.2. Its graph is

{(a, b, u) : (a, b) ∈ X, u ∈ F (q),∃c(dom(c) = a∧cod(c) = q∧F (c)(b) = u)}.
�

Now we work out [2, Example 1.2].

Example 2.2. If G is abelian, then the Ga are all canonically iso-
morphic, and one can interpret without parameters a single group,
isomorphic to all Ga.

Proof. Here an abelian groupoid is one in which each Ga is abelian.
Consider again the functor F (a) = Ga and F (f) : Ga → Gb : m 7→
fmf−1. If g, h ∈ MorG(a, b) then F (g) = F (h). Indeed we have h−1g ∈
Ga and by commutativity we get (h−1g)m = m(h−1g) for all m ∈ Ga

which expands to gmg−1 = hmh−1 for all m ∈ Ga.
This means that the groupoid H which is the image of the functor

F has the property that any morphism set MorH(Ga, Gb) has a single
element (the objects of H are the groups Ga for a ∈ ObG and the
morphisms are the induced conjugation maps between these groups).
Thus by Example 2.1 with the identity functor Id on H, we get a set
S = X/ES constructed from H and we get an isomorphism r : S → Gq

for any q ∈ ObG. Note that in this case S consists of pairs (Ga, b)
where b ∈ Ga, under the equivalence (Ga, b) ∼ (Ga′ , b′) if F (c)(b) = b′

for some element c of MorG(a, a
′). We have r([Ga, b]) = F (c)(b) where

c is an element of MorG(a, q).
The map r = rq depends on q. The set S is canonical because it has

only one induced group structure from all the maps rq. That is, if you
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pullback the group structure of Gq to S via rq and of Gq′ to S via rq′ ,
then the two group multiplications on S agree. �

3. Binding Groupoids

We turn our attention to [2, Proposition 1.5]. A type definable set is
the solution set of a partial type. In [2] this is also called ∞-definable.
If the type is allowed to have potentially infinitely many but a small
cardinality of variables we call the solution set ?-definable. By restrict-
ing to finitely many variables and increasing the variables at each stage,
a ?-definable set can be seen as a projective system of type definable
sets.

Let V be a collection of sorts of U, closed under cartesian products.
We work throughout in Ueq and Veq when appropriate.

We assume that V is stably embedded: If S is a sort of Veq and P is
a U-definable subset of Sn, then in fact P is definable with parameters
from V.

A definable set Q ⊂ U is said to be internal to V if there is a tuple
c ∈ U such that Q ⊂ dcl(V∪c). We then have the following proposition
which is [2, Proposition 1.5].

groupoid Proposition 3.1. Assume V is stably embedded in U and Q is a de-
finable set of U that is internal to V. There exist connected ?-definable
groupoids G in Ueq and GV in Veq, and relatively definable functors F :
G → Def(Ueq) and FV : GV → Def(Veq) such that ObG = ObGV ∪ {∗},
the groupoid GV is a full subgroupoid of G, the functor FV is the restric-
tion of F to GV, and F (∗) = Q. Moreover F (G∗) with its action on Q
is type-definable and isomorphic to Aut(Q/V).

First some remarks about the proposition. The group Aut(Q/V) is
the group of permutations of Q that arise as restrictions of automor-
phisms of U fixing V. Thus Aut(Q/V) = {f|Q : f ∈ Aut(U/V)}. One
may equivalently think of this as Aut(U/V)/Aut(U/(Q ∪ V)). Note
that Aut(U/(Q ∪ V)) is indeed a normal subgroup of Aut(U/V).

One consequence of this theorem is that F (G∗) = Aut(Q/V) is in-
terpretable in U. Since G is connected, all the F (Ga) for a ∈ ObGV are
definably isomorphic to F (G∗) and hence Aut(Q/V), but not canoni-
cally. In particular Aut(Q/V) is type definable without parameters in
Ueq but with parameters in Veq.

Let us work out the proof of this proposition. The following lemmas
will be needed.

stable Lemma 3.2. If tp(a/V) = tp(b/V) then there exists σ ∈ Aut(U/V)
such that σ(a) = b.
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Proof. This is essentially [3, Lemma 0.8] and is a consequence of the
stable embeddedness of V in U. Since tp(a/V) = tp(b/V) we have
tp(a) = tp(b). Thus by saturation there is γ ∈ Aut(U) with γ(a) =
b. Note that extending the language by a constant symbol ca and
interpreting it as a in U we get a new structure (U, a). Furthermore V
is still stably embedded in (U, a), indeed any definable set D contained
in a sort from V is now definable possibly with the extra parameter
a, and by the stable embeddedness of V in U it is still definable with
parameters from V. Consider the automorphism γ|V of V. By [4,
Appendix, Lemma 1], we can extend this to an automorphism τ of
(U, a), so τ(a) = a. Now let σ = γ ◦ τ−1. Then σ fixes V pointwise and
σ(a) = b as required. �

Let c be a tuple from U witnessing the internality of Q in V.

cata Lemma 3.3. There is a tuple b ∈ V, a b-definable set Qb ⊂ Veq and a
bc-definable bijection fc : Q→ Qb.

Proof. First we show that there is a c-definable set X ⊂ V and a c-
definable surjection g : X → Q. Let a ∈ Q. Then there is a tuple d
with elements from some sort S (depending on a) in V and φa(x, y, c)
an L-formula with parameter c such that {a} is defined by φa(x, d, c).
Consider the set

Xa = {d′ ∈ S : φa(x, d
′, c) defines a singleton from Q}.

This is nonempty as it contains d. It is {c}-definable by

∀u(φa(u, x, c) =⇒ u ∈ Q)

∧ ∀u∀v((φa(u, x, c) ∧ φa(v, x, c)) =⇒ u = v),

where x is of the sort S. Consider the function ga : Xa → Q taking d′

to the singleton element in Q that is defined by φa(x, d
′, c). One sees

that it is also {c}-definable and its image ga(Xa) is thus {c}-definable.
Now the set ga(Xa) contains a, and so as a ranges over all elements in
Q, we see that the collection {ga(Xa)}a∈Q is a cover of Q.

Consider the set {x ∈ Q∧x 6∈ ga(Xa)}a∈Q of formulas with parameter
c. This set is not realised by any tuple in U thus by saturation some
finite subset is not realized. Hence there are a1, . . . , an ∈ Q such that
Q is covered by {gai

(Xai
)}1≤i≤n.

Each Xai
is contained in a sort from V, we can take the product of

these sorts to get another sort from V (since it is closed under cartesian
products) and find a set X, in this new sort, that is definably isomor-
phic to

∐
iXai

. Note that to construct the product and embed our sets
into it, we need ∅-definable elements which may have to be named if
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not already available. This set X is c-definable and we get a c-definable
surjection g : X → Q by letting g|Xai

= gai
.

From this g : X → Q we construct the desired fc. For a ∈ Q let
Xa ⊂ X be the fibre of g over a. Then Xa is ca-definable. Let φ(x, d)
with d ∈ Ueq be a code for Xa. Since Xa ⊂ V, by stable embeddability
it is b-definable by some formula ψ(x, b) for b ∈ V. Now then d ∈ dcl(b),
as it is defined in the variable y by

∀x (φ(x, y)↔ ψ(x, b)) ,

thus we have d ∈ Veq.
Let S be the sort of Veq containing d. Since d is also in dcl(ca),

let ϕ(x, a, c) define {d}. Consider the following c-definable subset of
Q× S:

{(a′, d′) : ϕ(x, a′, c) defines {d′} and φ(x, d′) is a code for Xa′}.
Note that for any a′ ∈ Q there is at most one possible d′, since it would
have to be a code with φ(x, d′) for Xa′ . Thus the relation is actually
a c-definable function fa : Ua → Ca for c-definable sets Ua ⊂ Q and
Ca ⊂ S containing a and d respectively. We can safely assume that it
is surjective and note that it is also injective, for if fa(a

′) = d′ = fa(a
′′)

then φ(x, d′) is a code for both Xa′ and Xa′′ . The fibres are then equal
and so a′ = a′′. Thus fa is a bijection.

Now the Ua’s cover Q so as before we may assume that some finite
collection Ua1 , . . . , Uan covers Q. Furthermore by taking appropriate
boolean operations we may assume the Uai

’s are disjoint. We consider
the sorts that contain the Cai

’s and take a product of them and find a
new sort S of Veq with C =

∐
iCai

⊂ S. Then by gluing the functions
fai

together we have a single c-definable bijection fc : Q → C. Since
C ⊂ Veq is c-definable, by stable embeddablility it is b-definable for
some finite tuple b ∈ V and we are done. �

Now let fc : Q → Qb be as in the above lemma. Since V is stably
embedded, by [4, Appendix, Lemma 1] we have tp(c/(dcl(c)∩dcl(V))) `
tp(c/V). We have dcl(V) = Veq. Thus by extending b, we may assume
that b = dcl(c) ∩ Veq so that

implyimply (3.1) tp(c/b) ` tp(c/V)

and b is an infinite tuple of elements of Veq. Note that the cardinality
of b depends on the size of the language and so can be taken to be
small. The original finite tuple b we will refer to as b̄.

auto Remark 3.4. Note that if b′ ∈ V and c′ ∈ U are tuples such that
tp(bc) = tp(b′c′) then by saturation there is an automorphism σ of
U such that σ(b) = b′ and σ(c) = c′. Then the bijection fc : Q → Qb
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discussed earlier gives rise to a bijection fc′ : Q → Qb′ through σ.
If φ(x, y, b, c) defines fc(x) = y then φ(x, y, b′, c′) defines fc′(x) =
y. Thus for all x ∈ Q we have U |= φ(x, fc(x), b, c) and so U |=
φ(σ(x), σ(fc(x)), b′, c′). This gives the identity σ|Qb

◦ fc = fc′ ◦ σ|Q =
fσ(c) ◦ σ|Q. Sometimes we refer to fc′ without mentioning the implicit
b′ if it is clear from the context.

Let ObGV be the set of solutions of tp(b) and let ObG = ObGV ∪{∗}
where ∗ is any ∅-definable element in U. Then ObGV is ?-definable
since it is just the set defined by the type in infinitely many variables
determined by b and ObG is defined by {φ ∨ (x = ∗) : φ ∈ tp(b)}.
We will first define the morphisms from ∗ to all b′ 6= ∗ and use this to
define the set of morphisms between arbitrary elements.

For b′ ∈ ObG with b′ 6= ∗ one should think of the set MorG(∗, b′) as
consisting of those functions fc′ : Q→ Qb′ where tp(bc) = tp(b′c′). To
show that this is ?-definable first let

M(∗, b′) = {(∗, b′, c′) : tp(bc) = tp(b′c′)}.

Now this is a ?-definable set since it is essentially the realizations of
tp(bc). We put an equivalence relation on M(∗, b′) by saying (∗, b′, c′) ∼
(∗, b′, d′) if they induce the same functions, that is if fc′ = fd′ . Since
fc′ is definable by a formula in b′ and c′, the equivalence is definable.
Then we think of MorG(∗, b′) as M(∗, b′)/ ∼, a ?-definable set in Ueq.
The morphisms MorG(b

′, ∗) are treated in much the same way: as the
set

M(b′, ∗) = {(b′, ∗, c′) : tp(bc) = tp(b′c′)},
modulo the appropriate equivalence. We think of MorG(b

′, ∗) as con-
sisting of the maps f−1

c′ : Qb′ → Q for tp(bc) = tp(b′c′).
Similarly we define MorG(b

′, b′′) for b′, b′′ 6= ∗. One should think of
this as the set of maps of the form fc′′ ◦ f−1

c′ where tp(bc) = tp(b′c′) =
tp(b′′c′′). We define it by first letting

M(b′, b′′) = M(b′, ∗)×M(∗, b′′).

This, as essentially seen before, is a ?-definable set. Then we take the
equivalence relation that says (b′, ∗, c′, ∗, b′′, c′′) ∼ (b′, ∗, d′, ∗, b′′, d′′) if

fc′′ ◦ f−1
c′ = fd′′ ◦ f−1

d′ ,

which is definable. In this way we again see MorG(b
′, b′′) as a ?-definable

set in Veq.
The composition in G should be nothing more than a reflection of

composing the induced fc′ ’s, f
−1
c′′ ◦ fc′ ’s or fc′′ ◦ f−1

c′ ’s as regular func-
tions. For example consider an element [(b′, ∗, c′)] of MorG(b

′, ∗) and
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[(∗, b′′, c′′)] of MorG(∗, b′′). Then define

[(∗, b′′, c′′)] ◦ [(b′, ∗, c′)] = [(b′, ∗, c′, ∗, b′′, c′′)],
which is an element of MorG(b

′, b′′). That this is well-defined follows
from the identities imposed by the equivalence relations. Indeed assume
that [(b′, ∗, c′)] = [(b′, ∗, d′)] and [(∗, b′′, c′′)] = [(∗, b′′, d′′)], which implies
fc′ = fd′ and fc′′ = fd′′ . Then we expect that

[(b′, ∗, c′, ∗, b′′, c′′)] = [(b′, ∗, d′, ∗, b′′, d′′)],
which is the case as fc′′ ◦ f−1

c′ = fd′′ ◦ f−1
d′ .

Let us now define MorG(∗, ∗) and its composition. One should essen-
tially think of MorG(∗, ∗) as the set of functions of the form f−1

c′′ ◦ fc′ .
The definition of composition in MorG(∗, ∗) also serves as a template
for defining composition in the remaining cases in G.

To define MorG(∗, ∗) let

M(∗, ∗) =
∐
b′

M(∗, b′)×M(b′, ∗),

where b′ ranges over elements satisfying tp(b′) = tp(b). This is the set
of tuples (∗, b′, c′, b′, ∗, c′′) with tp(bc) = tp(b′c′) = tp(b′c′′). We mod
out by the equivalence (c′, c′′) ∼ (d′, d′′) if

f−1
c′′ ◦ fc′ = f−1

d′′ ◦ fd′ .

Note that M(∗, ∗) is ?-definable as it consists of pairs (b′c′), (b′c′′) of
realizations of tp(bc). The equivalence, as before, is definable. Thus
we get that MorG(∗, ∗) is a ?-definable set in Ueq.

Let us consider composition in the case of MorG(∗, ∗). Define a
ternary relation R on M(∗, ∗) as follows. Let

(∗, b′, d′, b′, ∗, d′′), (∗, b′′, c′, b′′, ∗, c′′), (∗, b′′′, e′, b′′′, ∗, e′′) ∈ R,
if

f−1
d′′ ◦ fd′ ◦ f−1

c′′ ◦ fc′ = f−1
e′′ ◦ fe′ .

This is not a binary operation on M(∗, ∗) since there can be many
candidates (e′, e′′) for the right hand side. However once we mod out by
the equivalence relation it becomes a binary operation on MorG(∗, ∗).
To be specific, modding out by the equivalence ∼ means to create
a ternary relation R/ ∼ on MorG(∗, ∗) where a triple ([u], [v], [w]) is
in R/ ∼ if (u, v, w) is in R. One can see that this is a well-defined
condition.

Let us see how each element of MorG(∗, ∗) induces an element of
Aut(Q/V). An element of MorG(∗, ∗) is an equivalence class

[(∗, b′, c′, ∗, b′, c′′)],
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representing a function of the form f−1
c′′ ◦ fc′ where tp(bc) = tp(b′c′) =

tp(b′c′′).

Claim 3.5. The function

h : MorG(∗, ∗)→ Aut(Q/V) : [(∗, b′, c′, ∗, b′, c′′)] 7→ f−1
c′′ ◦ fc′ ,

is a composition preserving bijection from MorG(∗, ∗) to Aut(Q/V).

Note that through this bijection MorG(∗, ∗) inherits the obvious ac-
tion on Q. The bijection is essentially the restriction to MorG of the as
yet to be defined functor F : G → Def(U).

Proof. First let us show that f−1
c′′ ◦ fc′ ∈ Aut(Q/V). Equation 3.1 says

that tp(c/b) ` tp(c/V) and since tp(bc) = tp(b′c′) = tp(b′c′′) we get
that tp(c′/V) = tp(c′′/V). Then by Lemma 3.2 there is σ ∈ Aut(U/V)
such that σ(c′) = c′′. The last part of Remark 3.4 essentially gives us
that

σ|Qb′ ◦ fc′ = fc′′ ◦ σ|Q.
Note that σ extends to Veq in a unique way and since it fixes V pointwise
it fixes Veq and in particular Qb′ pointwise. Thus we get

fc′ = fc′′ ◦ σ|Q,
from which it follows that f−1

c′′ ◦ fc′ ∈ Aut(Q/V).
By the nature of the equivalence on M(∗, ∗), the map h is indeed a

function and does not depend on the representative of the equivalence
class. Thus the map is well-defined. One can check also that it pre-
serves composition. Also from the equivalence we see it is injective. It
remains only to show it is surjective. If we have σ ∈ Aut(Q/V), then
σ fixes V and Veq, thus we have σ|Qb

= Id so by Remark 3.4 we have
fσ(c) ◦ σ|Q = fc. Hence, σ|Q = f−1

σ(c) ◦ fc, proving surjectivity of h. �

Now via h, we get an action of MorG(∗, ∗) on Q. Indeed for q ∈ Q
and we have

[(∗, b′, c′, ∗, b′, c′′)] · q = f−1
c′′ ◦ fc′(q).

This action is definable. Indeed consider the type definable subset R
of M(∗, ∗)×Q2 containing tuples

(∗, b′, c′, ∗, b′, c′′), q, f−1
c′′ (fc′(q)),

where tp(bc) = tp(b′c′) = tp(b′c′′) and q ∈ Q. Consider the equivalence
relation on this set by taking ∼ from before on the first coordinate,
equality on the second and third coordinates. Then R/ ∼ gives the
graph of the action of MorG(∗, ∗) on Q.

The rest of the cases for defining composition in G are handled in
similar ways as presented above.
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The functor F : G → Def(U) is defined by F (∗) = Q and F (b′) = Qb′

on objects and it takes any morphism to the corresponding function
fc′ , f

−1
c′′ ◦ fc′ or fc′′ ◦ f−1

c′ .

4. Generalized Imaginaries

Let T ′ be an extension of the complete theory T in a language con-
taining the language of T and one additional sort S. Every model M ′

of T ′ is of the form (M,SM ′) where M is a model of T and SM ′ is the
domain of the sort S. Note that if M ′ is a universal domain for T ′ then
is M one for T .

equiv Proposition 4.1. Assume that M ′ = (M,SM ′) is a model of T ′. The
following are equivalent:

(1) SM ′ ⊆ dcl(M)
(2) The restriction map Aut(M ′)→ Aut(M) is an isomorphism.
(3) S is a sort of M eq.

First we need a lemma:

nostruc Lemma 4.2. The set M is stably embedded in M ′ iff M ′ induces no
new structure on M . That is, if X ⊆ Mn is definable in M ′ (with
parameters in M ′), then it is definable in M (with parameters in M).

Proof. Clearly if M ′ induces no new structure then M is stably embed-
ded. Assume that M is stably embedded. First we show that for any
small A ⊂M and a ∈M we have

tpM(a/A) ` tpM ′(a/A).

Indeed if b ∈M is a realization of tpM(a/A) then there is an automor-
phism σ of M that fixes A pointwise and σ(a) = b. By [4, Appendix,
Lemma 1] σ extends to an automorphism σ of M ′. Clearly then σ
witnesses the fact that tpM ′(b/A) = tpM ′(a/A) as desired.

Now we show that M ′ induces no new structure on M . Assume X ⊂
Mn is M ′-definable via the formula φ(x,m). By stable embeddedness
of M we may assume m ∈M . Let

Γ = {ψ(x,m) ∈ L(M) : M ′ |= ∀x(φ(x,m)→ ψ(x,m))},
where ψ ∈ L(M) means ψ is a formula in the language of the sorts ofM .
Consider the set Γ(x,m) ∪ {¬φ(x,m)}. Assume it is realized by some
tuple b ∈ M ′. We show that tpM(b/m) ∪ {φ(x,m)} has a realization.
Assume not, then some finite subset has no realization. By taking
conjunctions we may assume that ϕ(x,m)∧ φ(x,m) has no realization
for some ϕ ∈ tpM(b/m). Then M ′ |= ∀x(φ(x,m) → ¬ϕ(x,m)). Thus
¬ϕ ∈ Γ ⊂ tpM(b/m). But this is a contradiction since ϕ ∈ tpM(b/m).
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Thus there must be a ∈M such that a realizes tpM(b/m)∪ {φ(x,m)}.
By the discussion at the beginning of the proof, we must have that a
realizes tpM ′(b/m), but this includes ¬φ(x,m) which contradicts the
fact that a realizes φ(x,m).

Thus Γ(x,m) ∪ {¬φ(x,m)} is not realized in M ′ and by saturation
some finite subset is not realized in M ′. Let Σ ⊂ Γ be finite such
that Σ(x,m) ∪ {¬φ(x,m)} is not realized in M ′. Let ϕ(x,m) be the
conjunction of all formulas in Σ. Then

M ′ |= ∀x(ϕ(x,m)→ φ(x,m)),

and based on the definition of Γ we see that in fact

M ′ |= ∀x(ϕ(x,m)↔ φ(x,m)).

Thus X is defined by ϕ and so M ′ induces no new structure on M . �

Now we can proceed with the proof of Proposition 4.1.

Proof. (1 =⇒ 2) Note that the restriction map is a group homo-
morphism. First we show it is one to one. Assume that σ|M = IdM .
Let a ∈ SM ′ . By assumption there is a formula φ(x,m) with m ∈ M
defining a. Then σ(a) is defined by φ(x, σ(m)) = φ(x,m) so σ(a) = a
and σ = IdM ′ . To show that the map is surjective note that by [4,
Appendix, Lemma 1] it is enough to show that M is stably embedded
in M ′. Assume X ⊂ M is defined by a formula φ(x,m, a) for m ∈ M
and a ∈ SM ′ . Then by assumption each co-ordinate of a is defined by
a formula with parameters from M . From this one sees that we may
define X using only parameters from M and so M is stably embedded.

(2 =⇒ 1) Since the restriction map is surjective, every automor-
phism of M extends to one of M ′, so by [4, Appendix, Lemma 1] M is
stably embeddeded in M ′. Now let a ∈ SM ′ . Again by [4, Appendix,
Lemma 1] there is a small set M0 ⊂M such that tp(a/M0) ` tp(a/M).
If b is a realization of tp(a/M0) then tp(b/M0) = tp(a/M0) and so
tp(b/M) = tp(a/M). Thus by Lemma 3.2 there is an automorphism σ
of M ′ fixing M pointwise and σ(a) = b. But since the restriction map
is injective, we must have that σ is the identity on M ′ so a = b. Thus
by saturation a ∈ dcl(M0) ⊆ dcl(M).

(3 =⇒ 1) An element of SM ′ is of the form a/E for some a ∈M and
E(x, y) a ∅-definable equivalence relation on M . Then a/E is defined
by the a-formula in y that says there is x ∈ M such that E(x, a) and
fE(x) = y where fE is the natural projection M → SM ′ = M/E.

(1 =⇒ 3) Using a similar argument to that in Lemma 3.3, we get
a ∅-definable surjection f : X → SM ′ where X ⊂ Mn is a ∅-definable
set. The surjection is in the language of M ′. The induced equivalence
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relation E on X is ∅-definable and it is a subset of M2n. Since 1 =⇒ 2,
the restriction map Aut(M ′) → Aut(M) is surjective so M is stably
embedded in M ′. By Lemma 4.2 E can be defined by a formula in the
language of M . Thus the natural projection fE : X → X/E which is
defined entirely in M , has the same fibres as f and through this we
may identify SM ′ with X/E. �

The above result gives us some alternate characterizations of a sort
in M eq. As a generalization, say that the sort S is a finite generalized
imaginary sort, if the restriction map Aut(M ′) → Aut(M) has finite
kernel and is surjective. Note that the kernel is the binding group of
S. The following extends Proposition 4.1:

fingen Proposition 4.3. Assume that M is stably embedded. Then the fol-
lowing are equivalent:

(1) S ⊆ dcl(aM) where a ∈ acl(M).
(2) SM ′ is a finite generalized imaginary sort.

Proof. (1 =⇒ 2) We must show that the kernel of the restriction map
is finite. Assume σ ∈ AutM(M ′). Note that since S ⊆ dcl(aM), the
map σ depends entirely on its action on a, that is, if τ ∈ AutM(M ′)
and σ(a) = τ(a) then σ = τ . Since a ∈ acl(M), there only finitely
choices for σ(a) and thus only finitely many such maps σ.

(2 =⇒ 1) It suffices to find a tuple a ∈M ′ such that S ⊆ dcl(aM).
Indeed by stable embeddability, tp(a/M)M

′
is the orbit of a under

Aut(S/M) which is finite by (2). So tp(a/M)M
′

is finite and by a
stable embeddedness argument, a ∈ acl(M).

Assume there is a finite tuple a ∈ S such that for every σ ∈ Aut(S/M)
if σ(a) = a then σ = IdS. We show that then S ⊆ dcl(aM). Indeed
let b ∈ S. By [4, Appendix, Lemma 1] there is a small M0 ⊂ M such
that tp(a/M0) ` tp(a/M) and tp(b/M0) ` tp(b/M). We show that
b ∈ dcl(aM0). Indeed let f ∈ AutaM0(M

′). Since f fixes aM0 we have
tp(f(b)/aM0) = tp(b/aM0) and thus tp(f(b)/aM) = tp(b/aM). By a
slight variant of the proof of Lemma 3.2 there is σ ∈ AutaM(M ′) such
that σ(b) = f(b). But by our initial assumption since σ fixes both a
and M pointwise we must have σ(b) = b and so f(b) = b.

To construct the tuple a, consider an enumeration f0, . . . , fn of Aut(S/M)
with f0 = IdS. For 1 ≤ i ≤ n let ai ∈ S be such that fi(ai) 6= ai. Then
a = a1a2 . . . an satisfies our condition since if f ∈ Aut(S/M) is such
that f(a) = a then f can only be the identity. �

A finite generalized imaginary sort is a special case of the more gen-
eral notion of an internal generalized imaginary sort. An internal gener-
alized imaginary sort S is a sort where we require the kernel Aut(S/M)
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of the restriction map Aut(M ′) → Aut(M) to have small cardinality.
The following is an extension of Proposition 4.3 to internal generalized
imaginaries based on [5, Proposition 15].

Proposition 4.4. Suppose M is stably embedded in M ′. Then the
following are equivalent:

(1) S is internal to M .
(2) S is an internal generalized imaginary sort.
(3) The binding group Aut(S/M) with its action on S is definable

in M ′.

Proof. (1 =⇒ 3) This is the content of Proposition 3.1.
(3 =⇒ 2) If the binding group is definable then it can be assumed

small.
(2 =⇒ 1) We proceed essentially as in the proof of Proposition 4.3

by finding a small set A such that for every f ∈ Aut(S/M), if f fixes
A pointwise then f|S = IdS. Then we show that S ⊆ dcl(AM) and we
finish by showing that one can then find a finite tuple a ⊂ A such that
S ⊆ dcl(aM).

Let {fα}α<κ be an enumeration of Aut(S/M) with f0 = IdS. Choose
as before aα ∈ S such that fα(aα) 6= aα for 0 < α < κ. Let A be the
set of all aα’s.

First we show that S ⊆ dcl(AM). Let s ∈ S. Then by stable embed-
dedness there is a small M0 ⊂ M such that tp(s/M0) ` tp(s/M). We
show that s ∈ dcl(AM0). Assume f ∈ AutAM0(M

′). Then tp(s/M0) =
tp(f(s)/M0) so tp(s/M) = tp(f(s)/M). Now add all of A as constant
symbols to M ′. Then M is still stably embedded in this new structure.
Since f fixes A pointwise one sees that it is an automorphism of this
new structure as well. Thus tp(s/M) = tp(f(s)/M) holds in the new
structure. By stable embeddedness there is an automorphism σ of M ′

fixing M and A pointwise such that σ(s) = f(s). But by construction
of A we must have that σ is the identity and so f(s) = σ(s) = s as
required.

Now using an argument similar to that in Lemma 3.3 we can find
an A-definable surjection from a power of M to S. Since this formula
will use only finitely many elements from A, we can find a finite tuple
a ∈ A such that S ⊆ dcl(aM) as required. �

5. Finite Internal Covers

We are now in a position to define a finite internal cover. Let N be
a structure and M a union of some of the sorts in N . We say N is a
finite internal cover of M if M is stably embedded in N and Aut(N/M)
is finite.
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Assume G1 and G2 are concrete definable categories in U. We have
previously defined a definable functor from a definable category to
Def(U). A functor F : G1 → G2 between concrete definable categories
will be called definable if the functor δ2◦F : G1 → Def(U) is a definable
functor.

6. Appendix

The following is used in Example 2.1.
We need some facts about M eq given an L-structure M . Note that

if φ(x̄) is an L-formula and ā ∈M then M |= φ(ā) iff M eq |= φ(ā). We
need also the following fact:

reduce Proposition 6.1. Let φ(x1, . . . , xk) be an Leq-formula where xi is of
the sort SEi

. Then there is an L-formula ψ(y1, . . . , yk) such that M eq |=
ψ(y1, . . . , yk)↔ φ(fE1(y1), . . . , fEk

(yk)).

Proof. The proof is by induction on the complexity of φ. First we need
to show the following claim about terms. If t(x1, . . . , xk) is an Leq-term
with xi of sort SEi

and the term maps to the sort SE, then there is an L-
term t′(y1, . . . , yk) such that t(fE1(y1), . . . fEk

(yk)) = fE(t′(y1, . . . , yk)).
Clearly this holds if t is a constant, since then it is an L-term al-
ready. If t(x1, . . . , xk) = xi then take t′(y1, . . . , yk) = yi. By as-
sumption E = Ei and so the result holds in this case. We also
must check the function case so assume g is an n-ary function sym-
bol in L. Then its input variables each have sort S= so consider for
1 ≤ j ≤ n terms tj(x1, . . . , xk) which map to the sort S= and xi is of
sort SEi

. Then by induction there are L-terms t′j(y1, . . . , yk) satisfying
tj(fEi

(y1), . . . , fEk
(yk)) = t′j(y1, . . . , yk). Thus

g(. . . , tj(fEi
(y1), . . . , fEk

(yk)), . . .) = g(. . . , t′j(y1, . . . , yk), . . .)

= f=(g(. . . , t′j(y1, . . . , yk), . . .)),

so g(. . . , t′j(y1, . . . , yk), . . .) is the desired L-term.
Now we can proceed with the proof. We illustrate just the case where

φ is the equality of two Leq-terms:

t1(x1, . . . , xk) = t2(x1, . . . , xk),

where the terms are of sort SE and xi is of sort SEi
. Let t′j(y1, . . . , yk)

for j = 1, 2 be as described above. Then M eq |= φ(fE1(y1), . . . , fEk
(yk))

iff fE(t′1(y1, . . . , yk)) = fE(t′2(y1, . . . , yk)), that is, iff

M |= E(t′1(y1, . . . , yk), t
′
2(y1, . . . , yk)),

and iff
M eq |= E(t′1(y1, . . . , yk), t

′
2(y1, . . . , yk)),
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where E(x, y) is the L-formula defining the equivalence relation E.
Thus we can take ψ to be E(t′1(y1, . . . , yk), t

′
2(y1, . . . , yk)). �

Suppose A ⊆Mk and A′ ⊂M l are definable sets defined by φ(x̄) and
φ′(ū) respectively. Also let E(x̄, ȳ) and E ′(ū, v̄) be definable equiva-
lence relations onMk andM l respectively. We have that A/E ⊆Mk/E
and A′/E ′ ⊆M l/E ′. Indeed A/E and A′/E ′ are definable sets in M eq

defined by
∃x̄(ȳ = fE(x̄) ∧ φ(x̄)),

and
∃ū(v̄ = fE′(ū) ∧ φ′(ū)),

respectively in the variables ȳ and v̄. In these formulas x̄ and ū are
of the sort S=, that is to say each of the k and l variables are of this
sort. Note that the expression fE(x̄) means that fE is applied to each
component of x̄. If we wish to show that some map between A/E and
A′/E ′ is definable, we may do so in M eq but there is a condition that
one may check strictly in M .

pull Proposition 6.2. Let A,A′ be definable sets and E,E ′ definable equiv-
alence relations on them as above and assume g : A/E → A′/E ′ is any
map. Then g is a definable map in M eq iff there is a definable set
S ⊆ A× A′ in M such that (r, s) ∈ S iff g(r/E) = s/E ′.

Proof. First assume that g is definable in M eq. Let ϕ(x̄1, x̄2) define
g where x̄1 has sort SE and x̄2 has sort SE′ . Then by Proposition
6.1 there is an L-formula ψ(ȳ1, ȳ2) such that M eq |= ψ(ȳ1, ȳ2) ↔
ϕ(fE(ȳ1), fE′(ȳ2)). Then ψ(ȳ1, ȳ2) defines the appropriate set S ⊆
A× A′.

Conversely assume that S ⊆ A × A′ is definable and satisfies the
condition. Then we can define g by g(x) = y for x ∈ A/E and y ∈
A′/E ′ iff there is (r, s) ∈ S such that x = r/E and y = s/E ′. �

As a special case, if E ′ is equality and we wish to check that g :
A/E → A′ is a definable isomorphism in M eq, we need only check that
the map g ◦ fE is definable in M and that g is bijective.
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